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to treat them with a reverence ancient Romans 
reserved for chicken entrails.
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The media do a terrible, terrible, 
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P R E FAC E

Pollsters under Attack

It’s a tragic irony that one of the twentieth century’s most cele-
brated social inventions, widely anticipated as a means of en-
hancing democracy, has turned out to do the opposite. When
in the mid-1930s George Gallup, Elmo Roper, and Archibald
Crossley unveiled their scientific method of conducting public
opinion polls, they expected that the people’s voices would 
now be heard not just at election time, but continuously. 
And in one sense, they were absolutely prescient. These scien-
tific pollsters launched an enterprise that has revolutionized the
way history is recorded. Before that time, historians “studied
nations in the aggregate, and gave us only the story of princes,
dynasties, sieges, and battles.”1 Now, with an archive of polls,
historians can study the people’s history—detailed informa-
tion about normal people’s family lives, health, work habits,
leisure and travel activities, religious beliefs and behavior, living
arrangements, sexual activity, finances, experience with crime,
and of course their attitudes about anything from politics, reli-
gion, and sports to the latest social fads and entertainment 
personalities. So profound is this new way of describing a 
nation and its people that it has essentially defined the con-
cept of mass public, by “shaping Americans’ sense of them-
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selves as individuals, members of communities, and citizens of
a nation.”2

A highly influential subset of these national polls record
voters’ preferences during election campaigns and measure the
public’s opinions on government policies. These two areas of
measurement are important because of their clear relation to
our country’s democratic form of government, which—accord-
ing to famed scholar and political scientist Harold D. Lasswell
—depends on the vital interplay between government and 
the people. “Government acts upon public opinion, and public
opinion acts openly and continually upon government,”3 he
wrote at the beginning of World War II. Six decades later, two
other noted political scientists, Lawrence Jacobs and Robert
Shapiro, made a similarly powerful point about the need for
government to listen to the people, “Whether democratic gov-
ernment survives is not foreordained or guaranteed. What is
critical is creating the expectation that substantial government
responsiveness to public opinion is appropriate and necessary.”4

Today, the areas of public opinion most relevant to the
democratic process are measured almost exclusively by the ma-
jor national media polls. Of course, they survey much more
than voter preferences during election campaigns and ongoing
attitudes toward public policy, and their contributions to our
understanding of American culture are immense. Their per-
formance in the area of democratic public opinion, however,
has been less stellar. Indeed, it’s in this area where their in-
fluence differs starkly from what was originally hoped. 

for thirteen years I was employed by the Gallup Organiza-
tion, with principal responsibilities initially as managing editor
and subsequently as senior editor of the Gallup Poll. During
that time, from March 1993 until April 2006, I shared the frus-
tration that virtually all of the media pollsters felt as we took
criticism from all quarters for supposed biases in our polls. 
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Some of the criticisms simply reflected a lack of under-
standing about the nature of sampling. Indeed, the complaint
pollsters hear most frequently from irate citizens is, “Why 
wasn’t I polled?” Once, when I was being interviewed on radio,
a caller demanded to know if his name was on a list the Gallup
Poll would never call because he was a liberal (or conservative,
I forget which). I was tempted to tell him I would check it out
and get back to him, but I didn’t. A good corporate representa-
tive at the time, I didn’t want to say anything that might even
hint at a biased selection process. I reassured him that as far as
was possible, every residential telephone number in the coun-
try was eligible to be called, and that it was up to an apolitical
computer to randomly select his household (at least if he lived
in the forty-eight contiguous states; typically Gallup and other
pollsters exclude Alaska and Hawaii because of their inconven-
ient time zones and small populations).

Other criticisms, however, were more difficult to parry. One
of the most intense periods of controversy occurred on Septem-
ber 17, 2004, two weeks after the Republican National Conven-
tion that nominated President George W. Bush for a second
term. My news story on the Gallup website reported the results
of the latest CNN/USA Today/Gallup poll with the headline,
Bush Bounce Keeps on Going.5 The “bounce” I was referring to
was the surge in support that a presidential candidate typically
gets after his party’s nomination convention. Bush led by 3 per-
centage points before the convention, but was up by 7 points af-
terward. Ten days later, his lead had expanded an additional 6
points, and he led Senator John Kerry 55 percent to 42 percent. 

The problem for anybody who cared even a smidgeon about
the presidential race was that the day before my story was
posted, Pew Research announced a dead heat between Bush
and Kerry, and its headlines read, Kerry Support Rebounds; Race
Again Even. The story noted that while Bush had surged to a 12-
point lead after the Republican convention, the Bush bounce
had suddenly disappeared.6
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It’s not unusual that polls conducted in roughly the same
time period will conflict with each other, though such conflicts
are still treated as aberrations. Usually, one can attribute the
apparent contradictions to different interviewing dates or to
dissimilar question wording. And, of course, there is always the
possibility that one poll was just plain wrong, an explanation
most likely to be heard if one of the polling organizations has a
poor reputation anyway.

The conflicting results by Gallup and Pew, however, could
not be explained away by any of the usual excuses. These were
two titans in the polling industry, both highly respected among
the news media, and neither poll could be immediately dis-
missed out of hand. Moreover, the dates of interviews for both
surveys were almost identical, and there was no issue of ques-
tion wording because each poll included the industry’s standard
question about which candidate a respondent would vote for if
the election were held “today.” 

Press reaction to the conflicting results was explosive. The
next day my colleague Jeff Jones, the Gallup Poll’s managing
editor, and I were buried by calls from reporters around the
country demanding an explanation for the differences between
the polls. Usually we referred such calls to Frank Newport, ed-
itor in chief, but on this day he was traveling. Nevertheless, he
called from the airport in Detroit, asking how we had been deal-
ing with the calls. He, too, had responded to several calls and
was irritated that most reporters seemed to be critical of Gallup
rather than Pew. Many in the press had criticized Gallup’s track-
ing polls in the 1996 and 2000 presidential elections, claiming
our results were “too volatile.” Even Pew’s Andrew Kohut had
called them “loopy.” This time it was Pew’s numbers that were
loopy, but Pew seemed to be getting a free ride. 

Ultimately, the issue was resolved in the press when Scott
Keeter, the director of surveys at Pew, and I agreed that the dif-
ference might well be attributed to “timing”—the Pew poll was
conducted over a five-day period, Gallup’s over three days, and
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it was a volatile period of campaigning. Prior to reaching the
agreement with Keeter, I had already explained to one reporter
my view of what went wrong. Before posing its presidential vote
question, Pew had asked several questions about the news in
general, including one about Bush’s hotly debated National
Guard service. In the final poll before the election, when all
pollsters are trying to produce as accurate a prediction as pos-
sible, no one would dare precede the vote question with other
general news questions for fear of distorting the results. In this
case, because it wasn’t the final preelection poll—which would
be compared against actual election results to determine the
polling organization’s accuracy—Pew apparently didn’t feel the
need to be so cautious. But Pew’s probing questions about Bush
before the vote question may very well have prompted many re-
spondents to think twice about saying they were going to vote
for the president, and thus depressed his apparent support.
That, at least, was the view at Gallup. As it turned out, the re-
porter mentioned none of that in his story, and instead accepted
the timing excuse.7

Despite these and other polling conflicts during the 2004
presidential campaign, most of the polls, including Pew’s and
Gallup’s, converged on a similar prediction of a slight Bush 
victory. But many observers were not impressed. No matter 
the agreement they had reached by Election Day, the polls 
had showed sharply divergent results during the campaign. The
negative feelings about the preelection polls were exacerbated
by the performance of the exit polls, which early on Election
Night showed Kerry winning the presidency, only to be re-
versed sometime after midnight to show a Bush victory.

“Spectacularly stinko,” said the Raleigh (N.C.) News and
Observer in a blistering appraisal of the final preelection polls.8

Noted journalist Christopher Hitchens said, “All I wanted
[from the 2004 presidential election] . . . is a result that made
the pollsters look stupid and it well exceeded my expectations
in this respect.”9 “Junk!” is what Bill Wheatley, vice president of
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NBC News, called the 2004 exit polls.10 Jimmy Breslin, writing
for Newsday, was more expansive. “If you want a poll on the
Kerry-Bush race, sit down and make up your own,” he said. “It
is just as good as the monstrous frauds presented on television
and the newspaper first pages.”11 Peter Coy of Businessweek
took a broader view. “More and more Americans believe polls
are unscientific, unreliable, biased, privacy-invading, and a
waste of time,” he wrote. “The reputation of pollsters is down
around the abysmal level of that of journalists or used-car sales-
men in the public’s mind. Pollsters know this depressing news
because they asked.”12 As we pollsters circled the wagons to
fend off what we felt were irrational critics, we didn’t have far
to look for the principal culprits causing the ruckus. As the
comic strip character Pogo said, “We have met the enemy, and
he is us.” 

for years, we pollsters have systematically misled the Ameri-
can people about the accuracy of our polls, claiming a degree of
precision in assessing public opinion that is far removed from
reality. We do acknowledge, of course, a “margin of error” asso-
ciated with the size of our samples, that well-known “plus or 
minus 3 percentage points” phrase suggesting that our polling
numbers are usually very close to what we would have meas-
ured had we interviewed every living adult in the country. And
just to cover ourselves, we add the not-so-innocuous fine print:
“In addition to sampling error, question wording and practical
difficulties in conducting surveys can introduce error or bias
into the findings of public opinion polls.” This phrase would
scare the bejesus out of poll users if they understood what it re-
ally means. In fact, when I included this phrase on a report to
one of Gallup’s bank clients, the astute contact at the bank in-
sisted it be deleted. “It essentially says you can’t trust any of the
numbers,” she said. “What good is a report like that?”

In practice, most poll users simply ignore the warning about
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additional “error or bias,” much as confirmed smokers are un-
deterred by the health notice on the side of the cigarette pack.
But unlike smokers, poll users can hardly be blamed; they ig-
nore our warning because we pollsters ignore it. We treat our
numbers not as though they are rough estimates of what the
public is thinking, but rather as fairly precise reflections of re-
ality. But look carefully at almost any set of polling results, and
you will see large variations among highly reputable polling 
organizations. 

The vagaries of polls continued into 2005 on such matters
as Social Security, oil drilling in Alaska, stem cell research, a
constitutional amendment to ban same-sex marriages, troop
levels in Iraq, and of course the controversy over Terri Schiavo,
the Florida woman in a vegetative state for more than fifteen
years who became a symbol of the culture war in America. On
all of these issues, different polls showed significantly varied re-
sults—large majorities in one direction or another, depending
on how pollsters decided to measure opinion. 

Similarly, the 2006 midterm predictions of the U.S. House
vote by seven media polls showed little consensus. Democrats
were expected to win the total popular vote nationwide by just
3 percentage points according to Pew, but by 20 points accord-
ing to CNN. Also in the single-digit predictions were USA 
Today/Gallup and the ABC/Washington Post polls, whereas
Fox, Time, and Newsweek predicted winning margins that aver-
aged 15 points. The final vote count was close to 7 percent.

In 2007, after the Democrats’ victory in the midterm elec-
tions, polls could not come to an agreement on whether the
public favored Congress’s passing a nonbinding resolution to
oppose President Bush’s troop surge or, separately, Congress’s
cutting off funding for the war in Iraq altogether. Some polls
showed large majorities in favor, whereas others showed large
majorities opposed. Polls also differed on whether Americans
supported an extension of the State Children’s Health Insur-
ance Program, wanted immediate U.S. troop withdrawal from
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Iraq, or agreed with General Petraeus’s report on the perfor-
mance of the troop surge in Iraq.

The 2008 presidential campaign season began no better.
Polls in all the early contests were far off the mark, the most no-
table being those in the New Hampshire Democratic Primary,
which predicted a victory for Barack Obama by an average mar-
gin of 8 percentage points. He lost by 2 points, causing extreme
consternation among pollsters and political observers alike. In
South Carolina, the polls’ errors were even greater, correctly
predicting Obama to win but by a margin that was only half the
actual outcome. Poll results in Iowa and Nevada were hardly
better. Looking ahead to Super Tuesday, Frank Rich of the New
York Times wrote, “As Tuesday’s vote looms, all that’s certain 
is that today’s pollsters and pundits have so far gotten almost
everything wrong.”13 The disastrous performance of the polls 
in the early part of the primary season followed an abominable
performance in the preprimary period. For months, polls re-
ported a “solid” lead for Hillary Clinton among the national pri-
mary electorate, so solid that it evaporated after the very first
contest, the Iowa primary. Rudy Giuliani was consistently
treated as the national Republican frontrunner, even though 
he trailed in all of the early contests and was dethroned from 
his exalted status within the first week of actual voting, never to 
recover. 

These and similar examples raise serious doubts about the
utility of polls. Can we trust any of their findings to represent
what people are really thinking? What does it mean when they
present conflicting numbers during election campaigns, and
between elections when reporting on public policy matters?
How biased are the polls? And just whose interests do they
serve? 

The national media polls referred to in this book include
thirteen polling organizations. Probably the four most influen-
tial are the two affiliated with the most prestigious general
newspapers in the country: the New York Times/CBS News poll
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and the Washington Post/ABC News poll.14 The other two polls
in this group are Pew Research and USA Today/Gallup. These
four organizations are more likely than others to see their results
picked up by news media organizations for further dissemina-
tion, in part because of their reputations and in part because of
the relative frequency of their polling. Though it’s difficult to
say which of the top four is the most influential, it’s clear that,
combined, these four polls overwhelmingly shape the country’s
public opinion environment. The other media polls mentioned
in this book are those by CNN, NBC/Wall Street Journal, Time,
Newsweek, the Associated Press/Ipsos, the Los Angeles Times,
Fox, John Zogby (often with Reuters), and Harris Interactive
(with different media organizations, but no regular partner). All
of these organizations poll less frequently or have no daily na-
tional print partner. There is nothing in this classification that
suggests the quality of the polls is less among the second group
of polls than in the first group. 

in this book, I focus on how these polls assess and influence
the two most important areas of democratic public opinion: 
voters’ preferences during an election campaign and public at-
titudes about government policies. For many people, public
opinion has become whatever the major media polls say it is.
My take is a bit different. I accept the principle that polls can
measure public opinion, but only if they tell the truth about the
public. Unfortunately, they don’t. Instead, media polls give us
distorted readings of the electoral climate, manufacture a false
public consensus on policy issues, and in the process under-
mine American democracy.
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C H A P T E R  O N E

Iraq and the Polls—
The Myth of War Support

She referred to herself as “a tall redhead with a foreign accent,”
but to the audience her physical characteristics and her consid-
erable humor were her least important attributes. She came to
the meeting a “sworn enemy” of pollsters, in their view an artic-
ulate but misguided soul who had started a campaign to end all
polling, which she dubbed on her website a “Partnership for a
Poll-Free America.” She wanted the public to take pollsters to
court and put them out of business. The notion that pollsters are
listening to the vox populi is pathological, she argued, noting
“the ludicrousness of basing anything on increasingly inaccurate
opinion polls, with their plummeting response rates, laughably
small samplings and precision-flouting margins of error.”1

Because of her antipathy to their profession, the pollsters
had invited her to address the 2003 annual meeting of the
American Association for Public Opinion Research, the fore-
most professional organization of survey research practitioners
and scholars in the country. She had just finished her speech 
to the people she wanted to see unemployed, and the first re-
spondent to her arguments was Rich Morin, who then was the
polling director of the Washington Post. 

“There are actually two Arianna Huffingtons,” Morin told
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the audience as he nodded toward the guest speaker. There was
the “delightful, witty, charming, and perceptive” Arianna, with
whom he and several other members of the association had
dined earlier; and there was the public persona Arianna, the
one with her website and column and public appearances: “the
shrieking pundit from hell!” Laughter erupted from the audi-
ence, as well as from Huffington and the other respondents on
the dais.2

In her speech to the pollsters, however, Huffington was less
a shrieking pundit and more a conciliator, urging members to
find a way “to put the real problems the country is facing” high
on the political agenda. Ideally, she argued, polls would help
political leaders to understand what the public wants, but in 
actual practice, polls do not represent what the public is really
thinking. She excoriated former President Bill Clinton for run-
ning a poll-driven presidency, and she lambasted President
George W. Bush for allowing public opinion polls to lead him
into war. She reiterated her contention, developed earlier on
her website, that “the greatest threat to the body politic is that
polls turn political leaders into slavish followers of the most
shallow reading of the electorate’s whims and wishes.”3

As it turns out, she was wrong about Bush’s following opin-
ion polls into war. We now know that Bush and his major advi-
sors were intent on invading Iraq from the beginning of his
presidency, and that the decision to do so was made in the im-
mediate aftermath of the 9/11 attacks. Public opinion had no in-
fluence on that decision. But the public’s apparently positive
response to the Bush administration’s campaign for war did, ar-
guably, influence many others in the country, especially many
Democratic political leaders in Congress, who were intimi-
dated by public opinion into voting for war despite their reser-
vations about attacking a country that had not directly
threatened the United States. 

In the months leading up to the U.S. invasion of Iraq, all the
major media polls appeared to show substantial public support
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for the war.4 Within a week of the invasion, the polls reported
approval running ahead of disapproval 2-to-1 or better. The
ABC/Washington Post poll reported 71 percent of Americans 
in favor, 27 percent opposed. The NBC/Wall Street Journal poll
reported 65 percent in favor, 30 percent opposed. The CNN/
USA Today/Gallup poll reported a similar split, 64 percent to 33
percent. Newsweek said it was 70 percent to 24 percent. 

Much research suggests that when large majorities of the
public are perceived in favor of certain policies, people with dif-
ferent opinions tend to suppress their own views. As scholar
Elizabeth Noelle-Neumann, notes: 

If people believe that their opinion is part of a consensus, they

have the confidence to speak out in both private and public 

discussions, displaying their convictions with buttons and car

stickers, for example, but also by the clothes they wear and other

publicly visible symbols. Conversely, when people feel that they

are in the minority, they become cautious and silent, thus rein-

forcing the impression of weakness, until the apparently weaker

side disappears completely except for a hard core that holds on

to its previous values, or until the opinion becomes taboo.5

Although polls suggested that hard-core opponents of the war
included at least a quarter of the American public, it’s note-
worthy that few demonstrations against the war occurred in the
United States until years later, after polls showed a majority of
Americans saying the war was a mistake.

The news media also hopped onto the war bandwagon, giv-
ing biased coverage in favor of policies that appeared to be sup-
ported by large majorities of Americans and limiting coverage 
of dissenting opinions. Two years after the start of the Iraq war,
the New York Times published a startling admission: that lead-
ing up to the invasion, it had failed its readers by slanting its
news very heavily in favor of the Bush administration’s position,
giving less than one-tenth of its coverage to dissenting views.
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The Washington Post made a similar admission. Though the
Times and the Post apologized for their behavior, they were not
alone in their biased coverage. The rush to war was aided 
and abetted by virtually all of the major news media organiza-
tions, which mostly emulated the two most prestigious national 
newspapers.6

This climate of public opinion in favor of the war apparently
also intimidated Democratic members of Congress, especially
those who had any thoughts of running for president. In the
U.S. House, not traditionally a launch pad for presidential can-
didates, Democrats voting against the resolution that gave Bush
the authority to invade Iraq outnumbered Democrats voting for
it 126 to 81 (61 percent to 39 percent). But in the U.S. Senate, 
a source of many hopeful presidential candidates, 29 of the 50
Democrats casting votes supported the war resolution, includ-
ing several senators who had been mentioned as possible pres-
idential candidates or who later ran for president: Joe Biden,
Hillary Clinton, Tom Daschle, Chris Dodd, Evan Bayh, John
Edwards, John Kerry, and Dianne Feinstein. The new Senate
majority leader in 2007, Harry Reid, also voted for the resolu-
tion, though—like the others—he later opposed the war. Had
these nine senators ignored public opinion polls and voted to
oppose the war in March 2003, the Senate vote among Dem-
ocrats would have approximated the House vote among 
Democrats—30 to 20 votes (60 percent to 40 percent).

Those 20 Democratic votes in favor of the resolution, along
with the votes of 48 of the 49 Republican senators, would have
ensured passage even had the nine Democratic senators not
been intimidated by the polls. Still, the supportive votes by
those nine senators, along with biased media coverage and 
suppression of war dissent, supported Arianna Huffington’s
criticisms. Polls turn political leaders and (though she didn’t
mention it) the news media “into slavish followers of the most
shallow reading of the electorate’s whims and wishes.” 

Contrary to media reports on that climate of war opinion,
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three CNN/USA Today/Gallup polls conducted in the months
leading up to the war and immediately after the war began
showed that a majority of Americans were not calling for war.7

The second of these polls, conducted in February 2003, about
a month before the invasion, showed an evenly divided public
—about three in ten Americans wanted the United States to at-
tack Iraq, three in ten were opposed, and four in ten did not care
one way or the other. That this divided state of public opinion
was not measured by the other media polls and that neither
CNN, USA Today, nor Gallup emphasized the public’s ambiv-
alence about the war reveals much about the way that media
polls manufacture public opinion for their own purposes.

the reason that all the polling organizations missed the ac-
tual split in public opinion on Iraq is that pollsters typically 
insist on asking policy questions of everyone in their sample, re-
gardless of whether the people know or care anything about the
issue. And respondents happily go along with the “don’t ask,
don’t tell” game that we pollsters play—we don’t ask them, and
they don’t tell us, how little they know or care about an issue.
That way, we end up with a “public opinion” that is more inter-
esting to report than one that acknowledges the truth of sub-
stantial public ignorance and apathy.

This issue had troubled me ever since I joined the Gallup
Organization. By the time of the Iraq war, my Gallup colleague
Jeff Jones, who by then was the managing editor, and I, the sen-
ior editor, had been running a series of experiments designed to
give more meaning to our poll findings. We were given limited
space to run the experiments, and this was one of those times
when we were able to include a special follow-up question to
test the firmness of people’s views.

In the February 2003 poll, we asked a standard version of
the question that all the other pollsters asked, “Would you fa-
vor or oppose sending American ground troops to the Persian
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Gulf in an attempt to remove Saddam Hussein from power in
Iraq?” And like the other polls, we found a substantial majority
in favor of the war—59 percent to 38 percent, a 21-point mar-
gin. Only 3 percent said they did not have an opinion. We fol-
lowed up that question with another, which essentially asked if
people really cared that their opinion might prevail. And the re-
sults here revealed a very different public.

To people who said they favored the war, we asked if they
would be upset if the government did not send troops to Iraq.
And to people who opposed the war, we asked if they would 
be upset if the government did send troops. More than half of
the supposed supporters and a fifth of the opponents said they
would not be upset if their opinions were ignored. The net re-
sult is that 29 percent of Americans actually supported the war
and said they would be upset if it didn’t come about, whereas
30 percent were opposed to the war and said they would be up-
set if it did occur. An additional 38 percent, who had expressed
an opinion either for or against the proposed invasion, said they
would not be upset if the government did the opposite of what
they had just favored. Add to this number the 3 percent who ini-
tially expressed no opinion, and that makes 41 percent who 
didn’t care one way or the other (see fig. 1).

These results from the follow-up question reveal the ab-
surdity of much public opinion polling. A democracy is sup-
posed to represent, or at least take into account, the “will” of the
people, not the uncaring, unreflective, top-of-mind responses
many people give to pollsters. If people don’t care that the views
they tell pollsters are ignored by their political leaders, then it
hardly makes sense for pollsters to treat such responses as the
Holy Grail. Yet, typically we do, making no distinction between
those who express deeply held views and those who have
hardly, if at all, thought about an issue.

It is useful here to differentiate between “directive” and
“permissive” opinion. People who have an opinion about the
war and care that their political leaders listen to it can be
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viewed as having a “directive” opinion, because they implicitly
want to direct their leaders to follow it. Our poll showed that 59
percent of Americans had a directive opinion in February 2003,
but were evenly divided over the war, with 29 percent in favor
and 30 percent against. The other 41 percent can be viewed as
having a “permissive” opinion, because they didn’t care if their
views were followed or not, or they expressed no preference one
way or the other. Essentially, they were permitting their repre-
sentatives to make the crucial judgment, presumably on behalf
of the citizens as a whole. After all, that’s the reason citizens
elect legislators and governors and presidents, so they will take
the time to evaluate what policies are in the best interests of the
public. Many people simply don’t have time to consider all of
the facts surrounding an issue and come up with a good deci-
sion as to how best to proceed. 

What our polling results meant in 2003 was that a public
consensus existed either for going to war or for not going to war.
Seventy percent would have been content with invading Iraq
(the 41 percent who didn’t care plus the 29 percent who sup-
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ported the war and would have been upset if it hadn’t occurred),
and 71 percent would have been content with not going to war
(the 41 percent who didn’t care plus the 30 percent who op-
posed the invasion and said they would be upset if it did occur).
It was up to the elected leaders to make the call. Today, nu-
merous pundits argue that the American people were partly 
responsible for going to war with Iraq because they gave over-
whelming support for it. That simply isn’t true. Maybe people
should be held accountable because they tolerated the invasion,
but the truth is that there was no majority of Americans calling
for the United States to invade Iraq. Indeed, as many people op-
posed the war as supported it, with a major segment of the pop-
ulation “permitting” government officials to do whatever they
thought best.

After the war began, most polls showed a surge of public
support for the effort. A CNN/USA Today/Gallup poll con-
ducted about three weeks after the invasion began found 68
percent who favored the war and 28 percent opposed. But the
follow-up question on permissive versus directive opinions re-
vealed that just 35 percent of Americans wanted the war to hap-
pen, 24 percent did not, and 41 percent didn’t care one way 
or the other. The notion that the public “rallied around the 
flag” after the war began is a distortion of what really happened:
about a third of Americans actually supported the war after it
was launched, whereas a plurality of Americans still didn’t care.
Actual support increased by just a few percentage points, and
opposition dropped by about the same magnitude. Thus, among
those who did care about their opinions, the ones favoring 
the war outnumbered those opposing it by about 11 percentage
points.

how important is it that the public didn’t support the war be-
fore it was launched but was in fact evenly divided over it? Very
important. Though it is clear now that the Bush administration
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was intent on going to war regardless of public opinion or 
congressional support, administration officials still used public
opinion polls to mute criticisms and to help justify its actions.
The fact that a large majority of the public appeared to support
the war was a major element of the political climate that led to
the actual invasion of Iraq, with the implicit message that pub-
lic support at least partly justified the war.

An unusual reaction against this notion that public opinion
can be used to justify policy decisions came from a prominent
pollster in December 2001, barely three months after the ter-
rorist attacks in New York City and Washington, D.C. Hum-
phrey Taylor, chairman of the Harris Poll, wrote to the New
York Times8 expressing his agreement with recent articles by
Anthony Lewis9 and William Safire,10 which contained scathing
criticisms of the Bush administration’s new rules on the way
suspected terrorists could be treated and tried. Lewis noted
that the military tribunal order established special military
courts to try the terrorists, but they were to have more relaxed
standards of what could be admitted as evidence than is al-
lowed in either the U.S. civil or military courts, easier standards
for conviction, no judicial review, and no assurance for defen-
dants of choosing their own attorneys, among other provisions.
Safire referred to the order as “the sudden seizure of power, by-
passing all constitutional checks and balances,” and suggested
that “cooler heads” in the government were beginning to recog-
nize that it was “more than a bit excessive.” 

Taylor was concerned because administration supporters
had rebutted the two New York Times columnists by quoting
polls, including his own, “which show that [the Bush adminis-
tration’s] actions and proposals enjoy the support of large ma-
jorities of the public.” He didn’t deny the poll results or suggest
they might constitute a misreading of the public will, but in-
stead argued that they should not be used to defend bad policy.
“In times of war and national emergencies—from John Adams’s
Sedition Act to Franklin D. Roosevelt’s rounding up of Japa-
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nese Americans—most people have probably approved of dra-
conian measures that we later came to regret,” Taylor wrote.
“Our legislators should certainly be well informed about public
opinion. But they should make up their own minds on the mer-
its of the case, with one eye on how history will judge them.”

And he had a point, since numerous polls over the years
have shown that, in general, a majority of Americans do not
support the Bill of Rights when the freedoms it protects are pre-
sented as hypothetical situations. In fact, Safire referred to polls
showing “terrorized Americans willing to subvert our Constitu-
tion to hold Soviet-style secret military trials. No presumption
of innocence; no independent juries; no right to choice of coun-
sel; no appeal to civilian judges.” But such views, however wide-
spread among the people, are not considered justification for
violating the Constitution.

Apart from such use of polls, my concern was more basic:
Did the polls about military tribunals even give us an accurate
reading of what the public really wanted to happen? Gallup ad-
dressed the issue11 by asking the public two questions, the first
one being, “If suspected terrorists are captured and put on trial,
do you think they should be tried by an international court or by
U.S. authorities?” For people who know nothing about interna-
tional law or what treaties the United States has signed or what
U.S. policy is toward other nations that capture U.S. citizens 
in combat, why wouldn’t they choose “U.S. authorities”? And
indeed a majority did, 56 percent to 41 percent. The next ques-
tion asked that if suspected terrorists were to be tried in the
United States, would respondents rather see that happen “in 
a regular court of law in which evidence would be presented 
in a public trial, or a military tribunal in which U.S. officers
would examine evidence in secret hearings?” Since the choice
was for terrorists to be tried by a regular court or a military tri-
bunal, it would seem logical that terrorists, who constituted the
enemy in a military “war against terrorism,” should be tried by
a military tribunal. Sure enough, a majority took that position,
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53 percent to 42 percent. Did all the respondents in the poll pay
close attention to the whole question and realize that the mili-
tary tribunal would accept evidence only in secret hearings, or
did they just get the idea that there were military prisoners who
would be tried in military courts? Sometimes, we pollsters pack
a lot of meaningful information into our questions, and foolishly
expect that the respondents will absorb every nuance. 

My assumption was that for many people these results
reflected a top-of-mind response, in large part influenced by the
way the question was phrased. If we had asked all the respon-
dents whether they cared if their choice was the one the gov-
ernment followed, I suspected that many would readily admit
they didn’t really care. I was never able to test that suspicion on
the military tribunal questions, but eventually Gallup did meas-
ure public commitment to opinions on a similar matter—the
closing of the prison in Guantanamo Bay.

Alleged Public Support for “Gitmo”

In the summer of 2005, a major controversy arose over the U.S.
imprisonment of suspected terrorists at Guantanamo Bay in
Cuba—something that had been authorized four years earlier,
but now, in the aftermath of the Abu Ghraib scandal, was re-
ceiving new attention. The controversy over the Guantanamo
prison received a great deal of press attention, but it was still
just one of many public policy issues in the news. If we pollsters
were going to ask people what the government should do about
the facility, at least we ought to know how much, if anything,
they knew about it. But, of course, that was not what the me-
dia wanted to find out, because the public’s lack of attention 
to the issue might call into question the validity of any opinions
we were going to measure. So, in June of that year, we didn’t 
ask what people knew. Instead, we gave them information, to be
sure they would feel they knew enough about the issue to an-
swer us:12 “As you know, since 2001, the United States has held
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people from other countries who are suspected of being terror-
ists at a detention facility in Guantanamo Bay in Cuba.” This is
at best a bland presentation of a rather controversial situation,
where the issues were possible torture of prisoners and U.S. vi-
olation of the Geneva Convention on handling prisoners cap-
tured during war. We used phrasing to encourage people to
respond, even though they might feel they didn’t know enough
to comment: “Based on what you have heard or read, do you
think the U.S. should continue to operate this facility, or do 
you think the U.S. should close this facility and transfer the
prisoners to other facilities?” Essentially, we asked for their 
best guess.

Without knowing how many people even knew about the
prison at Guantanamo Bay, or what proportion might know
about the controversy over the lack of safeguards required by
the Geneva Convention or any of the other details, Gallup
could report that a majority of Americans, 58 percent, sup-
ported the Bush administration’s continued operation of the
prison facility, 36 percent were opposed, and only 6 percent
were unsure. 

For people who had not followed the news on these mat-
ters, why shouldn’t they give positive responses? The prison, af-
ter all, was for suspected terrorists—Gallup just told them that.
And Americans’ immediate reaction to government activity 
on behalf of the national defense is understandably positive;
our government, after all, wouldn’t mistreat prisoners. The
likely truth, of course, was that relatively few people had heard
of the Guantanamo Bay prison, and that even among those who
had, most were undoubtedly ignorant of what was actually hap-
pening there. The accurate report on public opinion should
have included, at the very least, how few people were truly in-
formed about the issue, instead of results that indicated a solid
majority of the American people in support of the policy. 

Two years later, Gallup finally included that issue as part 
of the series of experiments that Jeff Jones and I had initiated

12 the opinion makers



(although by that time I had left Gallup, and it was only Jones
who continued with that effort). The new question was differ-
ent from the old one in two aspects. It was not preceded by 
any explanation about the prison—no feeding of information 
so respondents would know what the issue was about. (There
was no question that asked how much respondents actually
knew about the prison.) And it asked only whether the prison
should be closed or not, rather than whether the government
should continue to operate it or close it (a minor wording dif-
ference with the original question): “Do you think the United
States should—or should not—close the prison at the Guan-
tanamo Bay military base in Cuba?” Not surprisingly, more peo-
ple volunteered they didn’t have an opinion (13 percent) in 2007
than did so in 2005 (6 percent) when they were fed some infor-
mation. Nevertheless, among those offering an opinion, the
public was divided about the same in 2007 as it had been ear-
lier—53 percent against closing the base to 33 percent in favor
of it, a margin only two points smaller than the one in 2005 (see
fig. 2).

The big revelation came when pollsters asked the follow-
up question: whether the respondent would be upset if the gov-
ernment did the opposite of what he or she had just said. A
majority, 52 percent, indicated they did not care (would not be
“upset”) one way or the other. The rest were divided, with 28
percent opposed to closing the base, and 19 percent in favor.

Instead of a 20-point margin between the two sides, the fol-
low-up question found only a 9-point margin, with a majority
not caring one way or the other. This was a picture of public
opinion very different from the one Gallup reported in 2005 and
very different from the Harris polls that showed majority sup-
port for the special military tribunal procedures announced by
the Bush administration in 2001. In reality, large numbers of
people simply had not thought about the issue and didn’t have
opinions that they wanted the government to follow. 

If “forced” to give an opinion in a survey, many respondents
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will indulge the interviewers and select a response that seems
logical on the surface. But that choice hardly qualifies as a view
that elected officials should treat with deference—especially
when large numbers of respondents say immediately after ex-
pressing their view that they don’t care whether or not it prevails.

Why NOT an Antimissile Shield?

Even with the follow-up question, the results about Guan-
tanamo prison probably overestimated the number of people
who actually had a developed opinion on the issue. The original
question was in a “forced choice” format, which means respon-
dents were offered only two options. If the respondents felt 
they didn’t know enough about the issue to have an opinion,
they had to volunteer that information. Sometimes, however, 
a policy question explicitly offers a “don’t know” option and, 
in those cases, the percentage of people who acknowledge not

14 the opinion makers



having an opinion is always much higher than when people
have to volunteer that information. 

That was the case with a poll in April 2002, when Jeff Jones
and I included two questions on antimissile defense that had
been asked in previous years.13 One included an explicit option
for the respondent to indicate “don’t know,” and it was asked of
half the sample of respondents. The other question was in a for-
mat that offered no options other than support or opposition,
and it was asked of the other half of the sample.

At the time, news reports indicated that the Bush admin-
istration was getting ready to withdraw from the 1972 Anti-
Ballistic Missile Treaty signed by the United States and the 
Soviet Union, in order to undertake development of systems
that were banned by that treaty. (The official withdrawal oc-
curred on June 13, 2002). Both poll questions began by telling
the respondents, “Recently there has been some discussion
about the possibility of the United States building a defense
system against nuclear missiles.” They then asked, “Do you
think the government should or should not spend the money
that would be necessary to build such a system?” One question
stopped there, whereas the other added, “Or are you unsure?”

The standard question found more than 2-to-1 support for
building an antimissile system, 64 percent to 30 percent. Just 6
percent of respondents volunteered they didn’t know. For peo-
ple who had no knowledge about the proposed system—how
much it would cost, whether it would work, and what the po-
litical implications might be—the answer was a no-brainer.
Who wouldn’t say yes to a system that promised defense against
nuclear missiles?

The second question, asked of people who had not been
asked the forced-choice format question, found a third of re-
spondents (33 percent) willing to say they were unsure. The rest
favored building an antimissile system 47 percent to 20 percent.
When these respondents were then asked whether they would
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be upset if the government did the opposite of what they had
just said, 29 percent favored the system (and would be upset if
it were not funded), 13 percent were opposed (and would be 
upset if it were built), with 59 percent indicating either that
they did not have an opinion or didn’t care what the govern-
ment did (see fig. 3).14

The contrast in results between the two approaches to
measuring public opinion on this issue provides a telling insight
into what is wrong with standard polling methods. In both
cases, there is 2-to-1 support for the antimissile system, but the
reported proportion of the public that is engaged in the issue
differs significantly in the two approaches. The standard ques-
tion portrays virtually the entire public as engaged and well in-
formed, with only 6 percent declining to express an opinion.
But when people are first offered the option of saying they are
unsure—as they were in the second question—and are then
asked if they care whether their opinion is followed by the gov-
ernment, we find a substantial majority of the public neither en-
gaged in nor well informed about the issue.
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Two years earlier, several polling organizations asked about
the antimissile program and produced results that differed ac-
cording to how they phrased the questions. Most found initial
support, but when they read negative information about the
program—including its $60 billion cost, its low likelihood of
working, and the need to break a thirty-year-old treaty with Rus-
sia if development was to proceed—support dropped precipi-
tously.15 The ease with which opinions could be manipulated
suggests how superficial they really were.

it’s clear that on three of the most militarily aggressive poli-
cies of the twenty-first century to date, the major media polls
have erroneously described: a saber-rattling public in the lead-
up to the Iraq war, substantial majorities of Americans in favor
of the draconian steps taken by the Bush administration to de-
prive suspected terrorists of their rights under the U.S. Consti-
tution and the Geneva Convention, and widespread support for
the construction of an antimissile system. All of these poll
measures included large numbers of people, at least four in ten,
who in fact had no emotional or intellectual commitment to 
the views they put forth. They were just as ready to see an out-
come opposite to the one they chose. Once these people are
correctly classified, the resulting picture of public opinion is
substantially different from the portrayal provided by the media
pollsters. 

Still, whether accurate pictures of public opinion would
have prevented the war in Iraq or given our political leaders sec-
ond thoughts about supporting the missile shield and the prison
at Guantanamo Bay are only of tangential concern. My major
worry is with the broader implications of mismeasuring the
public will—that on all sorts of issues, the media polls contin-
ually and systematically distort public opinion, with severe con-
sequences for us all. 
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C H A P T E R  T WO

Manufacturing 
Public Opinion

In March 1993, when I joined the Gallup Organization as a vice
president and managing editor of the Gallup Poll, I quickly 
realized that my preconceptions about the nature of public
opinion, at least as measured by the news media polls, were in-
accurate. I discovered that it wasn’t by accident or inattention
that the media manufacture public opinion based on the myth
of an all-knowing, rational, and fully engaged public. To the
contrary, it appears as though all of the media polls have an un-
wavering commitment to such a mythological public, perhaps
feeling that only such an attuned citizenry can justify the beat
of public opinion. If a large proportion of Americans has no real
opinion on an issue, most media organizations might dismiss
the poll results as having no news value. And if that happened
on a regular basis, the whole enterprise of media polls could be
jeopardized. 

The hard truth is that on most policy issues, large propor-
tions of the public know or care little about the specifics, and
thus have developed no meaningful opinion about them. But
news media polls typically gloss over public ignorance and apa-
thy, and instead, through the use of forced-choice questions,
squeeze some type of answer out of virtually all respondents—
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with typically only a small percentage who volunteer that they
know too little to express an opinion. The media then treat
these responses as though they represent serious judgments,
rather than the superficial notions that they really are. The net
result is that frequently the media distort or completely mis-
characterize what the American public is really thinking.

prior to joining Gallup I had been a professor at the Univer-
sity of New Hampshire in the political science department,
teaching courses on American government that included pub-
lic opinion, elections, and the news media. In 1975, I started
conducting statewide telephone polls as part of class exercises
in courses on public opinion and elections, and then expanded
the effort to work with the local news media. Eventually, I
helped establish the university’s Survey Center and also wrote
a book about national polling.1 While researching the book, I in-
terviewed Alec Gallup, whose father, the late George Gallup,
was the “father” of modern media polling. I was startled to re-
ceive a telephone call from him several months after the book
was published, asking if I could recommend anyone who might
be qualified and interested in joining the Gallup Poll as the
managing editor. I suggested several names, but no sooner did
I utter a name than he rejected it. He asked me to think about
it some more and give him a call the following week. When I
called back and tentatively suggested my own name, he laughed
and said he had hoped I would be interested but had been un-
willing to ask me directly because he assumed many academics
would disdain working in the commercial world. 

As it turns out, the most startling adjustment I had to make
after joining Gallup wasn’t with commercial polling—some-
thing with which I was already familiar from my work at the
Survey Center—but with something more basic. In late 1988,
four years after George Gallup’s death and a year after his
widow’s death, a small research company from Lincoln, Ne-
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braska, called Selection Research Inc. (SRI) bought the Gallup
Organization and fundamentally transformed the company
from what it was when Gallup was alive. Gallup’s two sons,
Alec and George Jr., remained with the new Gallup Organiza-
tion, but more as figureheads than as executives with real
power. By that time, the Gallup Poll’s visibility had declined
considerably from its heyday—the 1950s to the 1970s, when
there was only one other major polling organization, Louis Har-
ris and Associates. By the beginning of the 1980s, just a few
years before Gallup died, the three television networks had all
created their own polls, each partnering with a major newspa-
per—ABC with the Washington Post, CBS with the New York
Times, and NBC with the Wall Street Journal (after a brief 
partnership with the Associated Press). Other national polls
emerged as well, including the Los Angeles Times poll and oc-
casional polls by Time and Newsweek magazines (the latter con-
ducted by Gallup until 1993). 

By the time SRI bought the Gallup Organization, after the
1988 presidential election, the Gallup poll had all but disap-
peared from most national news stories. Few major newspapers
continued to subscribe to Gallup’s polling service, because
most newspapers got their poll results for free, recycled from
the newspapers and television networks that conducted their
own polls. The company was founded by Donald O. Clifton, a
psychology professor at the University of Nebraska in Lincoln,
who designed questions that would help match people’s per-
sonality characteristics (which he termed “strengths,” appar-
ently because it had greater sales appeal) with specific types of
jobs. Based on his research, he eventually founded SRI to help
other companies hire employees. In 1988, when SRI acquired
Gallup, it was like one guppy eating another—the annual rev-
enues from SRI were only slightly larger than the annual 
revenues from Gallup (around the $12 million to $15 million
range). Today, Gallup’s revenues exceed $200 million.

Among Clifton’s four children was one son, Jim, who be-
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came president of the new Gallup Organization. Perhaps his
most brilliant move came shortly after he took over as Gallup’s
“chief salesman” (his characterization, at least early on in his
tenure, before he moved to Washington, D.C.), when he was
attending the People’s Choice Awards program in Los Angeles. 

Unlike the Academy Awards or Golden Globe Awards, the
winners in the People’s Choice Awards program were chosen
based on Gallup polls. Typically each year a Gallup representa-
tive would go on camera to give a brief explanation of the polling
methods. On awards night sometime after the acquisition of
the Gallup Organization, Jim Clifton was in the green room,
along with Ted Turner and his wife-to-be, Jane Fonda. Though
Turner and Fonda seemed oblivious to others around them,
that didn’t prevent Clifton from interrupting them to suggest 
to Turner that CNN and Gallup form a polling partnership.
Turner immediately declined, saying CNN couldn’t afford it,
but Clifton countered that Turner didn’t even know how much
it would cost. After some back-and-forth, Turner told Clifton to
contact Ed Turner (no relation to Ted Turner) at CNN and talk
to him about the idea. Clifton did, and the result was that CNN
and Gallup, along with USA Today (CNN’s occasional polling
partner until then), formed a one-year partnership to conduct
polls during the 1992 presidential election year. It was an ideal
arrangement for all three organizations. Gallup was finally back
in the news, because its poll results were immediately pub-
lished on CNN and in USA Today. And the two media organi-
zations benefited from the credibility of the Gallup poll. The
cooperation among the three partners worked well during the
campaign, and by the time I arrived four months after the pres-
idential election the partnership had been renewed in a multi-
year contract.

It quickly became clear to me that however much Gallup
was billed as an equal partner with the two media organizations,
it was CNN and USA Today that for all practical purposes de-
termined which questions would be asked. Technically, Gallup
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had the final say on any wording and could also, if it chose to
exercise this option, prevent any question from being asked. 
In practice, the polling representatives at the two media organ-
izations would propose the topics for each new poll and the
specific questions, which generally were chosen to correspond
with the news stories being reported by their respective organ-
izations. Gallup would invariably go along. 

The major adjustment that I had to make came in the first
several weeks, as I became aware that our polling partners
would systematically skirt around the big white elephant of
public ignorance, instead asking questions about complex is-
sues without first ascertaining whether the respondents had 
any knowledge of the subject matter. This was a practice that I
knew could produce highly distorted pictures of public opinion. 

About a decade and a half earlier, I had published an arti-
cle in Foreign Policy that showed many polls at the time to be
exaggerating public support for a new arms treaty with the So-
viet Union.2 Between November 1977 and November 1978, 
several polls conducted by Louis Harris and Associates and,
separately, by NBC News and the Associated Press all found
support in the 67 percent to 77 percent range for such a treaty.
Each of those polls used the standard forced-choice format,
which asks respondents for their opinion but doesn’t offer an
“unsure” option. Also conducted in the same time period, how-
ever, were two Roper polls that asked for opinions on a new
arms treaty but offered as an option: “Or haven’t you been pay-
ing much attention?” Support for the arms treaty registered at
just above 40 percent. The contrast with the much higher per-
centages reported by the other polls suggested that many peo-
ple facing a forced-choice format will come up with a response
even though they really don’t have an opinion. In this case, it
sounded good to have a new “strategic arms limitation” treaty,
even if people didn’t know what it might mean, so the unsure
respondents said they supported it rather than volunteer that
they didn’t know enough to say. The Roper polls showed that,
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contrary to the findings of the Harris and NBC polls, the Carter
administration couldn’t count on a supportive public in any bat-
tle to ratify a new treaty with the Soviet Union. Instead, most
people either didn’t know the issues involved or hadn’t made up
their minds and were thus subject to persuasion by either side. 

The lesson I learned is that people tend to be accommo-
dating when they answer polls. If we pollsters want them to
guess at an answer, they will. If we want them to admit when
they don’t know enough to offer an opinion, most will do that,
too. Yet even when given an “unsure” option, a few people will
persist in answering questions when they know nothing about
the topic—a point illustrated by George Bishop and his col-
leagues at the University of Cincinnati with a 1986 poll that
found a third of respondents expressing an opinion about a non-
existent Public Affairs Act.3

Still, that was not really news. In his classic book on public
opinion published years earlier, the late V.O. Key recounted
how a “waggish” Los Angeles reporter included a question on 
a survey that asked if respondents thought “the Mann Act de-
ters or helps the cause of organized labor.” The Mann Act 
prohibited white slavery (forced prostitution) and banned the
interstate transport of females for “immoral purposes.” It had
nothing to do with organized labor, but that fact was lost on 
the vast majority of respondents, who nevertheless offered their
opinion. Just 12 percent knew enough to recognize they were
being spoofed. Though the experiment was designed to show
the flaws of polls, Key wrote that “all it demonstrated was that
only a fool would ask such a question in such a form with the
expectation that it would yield anything of utility.”4 Yet that’s 
essentially the form of most questions that media pollsters ask
today. 

Although media pollsters rarely, if ever, deliberately trick
their respondents, they all too frequently include questions
about arcane issues without trying to measure how much peo-
ple know about the subject. That’s what struck me as most sur-

david moore 23



prising in my early days of working with the Gallup Poll. Dur-
ing my first few weeks on the job, I observed and participated
in the design of several questionnaires, which included whether
people supported or opposed President Clinton’s economic
plan; if people saw Clinton’s foreign policy as a basic change in
direction from that of President George H. W. Bush; whether
the federal government was spending too much, too little, or the
right amount on national defense; and whether Clinton’s pro-
posed cuts in military and defense spending went too far, were
about right, or didn’t go far enough. These were not issues with
which most people had intimate knowledge. And in all cases,
there were no questions that measured how much people knew
about these subjects. The question about the last issue was es-
pecially noteworthy because it essentially told respondents that
Clinton was proposing cuts in defense spending and then im-
mediately asked whether the cuts went too far or not. Clearly,
we didn’t want to know if the respondents had any inkling of
what Clinton had specifically proposed—we just wanted their
immediate, top-of-mind reaction to the information we were
feeding them, so that we could report something we would pro-
claim “public opinion.” 

The problem was that we had chosen our sample of re-
spondents using careful statistical procedures so that it would
represent the larger population of Americans across the coun-
try, but once we began feeding our respondents information,
they no longer represented that larger population. Some people
in the larger population, of course, already knew that Clinton’s
economic plan included defense cuts, but many—perhaps even
a majority—did not. Unless we could inform all Americans
across the country about the defense cuts in exactly the same
way we did in the survey, which was obviously impossible, the
sample of respondents would no longer represent all Ameri-
cans. Our claim, then, that we were measuring the general pub-
lic’s opinion was simply false.

At the end of April 1993, CNN and USA Today came up
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with a poll to measure how President Clinton was doing after
his first 100 days in office. We repeated the questions about
Clinton’s economic program that we had asked earlier in the
year, but then followed up with a question about something
that we were certain most people had not been following. “As
you may know [we always introduced a question this way when
we assumed that most people didn’t know], President Clinton
was forced to drop his economic stimulus package this week be-
cause of opposition from Republicans in the U.S. Senate.” The
economic stimulus package was separate from Clinton’s overall
economic plan, and only the most attentive news junkies would
have known that—and the fact that the Republicans had killed
it. But having just told respondents what the general public
mostly did not know, we then asked a very biased question:
“How do you feel about this—did Republicans do the right
thing by stopping unnecessary government spending, or did
they do the wrong thing by continuing the gridlock that prevents
government from taking needed action on the economy?”

The question struck me as a disturbing approach to meas-
uring what the public was thinking. Not only did we feed re-
spondents information about something almost certainly only a
small percentage knew, but then we offered tendentious rea-
sons why the Republicans’ action was either the right or wrong
thing to do. Essentially, the uninformed respondents were judg-
ing between two assertions made by Gallup interviewers—that
the Republicans stopped unnecessary spending, or that they
continued gridlock. On either side, there could be serious ob-
jections to the phrasing of the two options provided in the ques-
tions. Democrats would hardly like the stimulus package to 
be characterized as “unnecessary” spending, and Republicans
would be offended that opposing a bill would be called “grid-
lock.” This question was clearly the media pollsters’ attempt to
shape respondents’ opinions to fit their ongoing news story. The
52 percent to 41 percent result in favor of saying the Republi-
cans did the “right thing” by killing the economic stimulus (with

david moore 25



only 7 percent having no opinion) was a clear example of how
we pollsters extract politically charged responses on even the
most obscure topics.

At the time, I remember asking our two polling representa-
tives from USA Today and CNN why they didn’t seem to care
about portraying the truth about public ignorance on most is-
sues. The CNN representative (who has long since gone on to
another position) took offense at such impolitic language and
chastised me on the phone for my attitude. “It is not our busi-
ness to tell the public what they don’t know,” he said. Initially,
I was dismayed that Gallup would go along with such a posi-
tion, but I soon realized that it wasn’t just the Gallup Poll that
downplayed public ignorance. If you take a look at all the other
media polls, none systematically presents public opinion in the
context of how much people know about an issue, how com-
mitted they are to their opinion, and how important that issue
is to them. Instead we get a manufactured opinion based on 
a mythological public—measures that look like they represent
what a rational, informed, and engaged citizenry might be
thinking.

The Search for Meaning in Responses

The problem with manufactured opinion was recognized early
on by the pioneer pollsters of the 1930s and 1940s. In 1942, Elmo
Roper wrote in an essay for Fortune magazine titled “So the
Blind Shall Not Lead” that even then, less than a decade since
the advent of modern polling, “the emphasis in public opinion
research has been largely misplaced. I believe its first duty is to
explore the areas of public ignorance.”5 His views were rein-
forced by one of Gallup’s severest critics at the time, Lindsay
Rogers, who noted that “large segments of the electorate con-
fess ignorance of many political questions” but such informa-
tion was ignored when the pollsters announced the results of
their polls.6
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Another early public opinion scholar, Daniel Katz, also em-
phasized the importance of going beyond the superficial meas-
ures provided by polls. Katz wrote a chapter in a 1944 book titled
Gauging Public Opinion, in which he argued that “to interpret
poll results adequately it is necessary to know whether an ex-
pressed attitude represents a superficially held view which may
be discarded the next moment or whether it reflects a cherished
conviction which will change only under unusual pressure.” In
his view, it was crucial to measure the intensity of an opinion to
determine, “for example, whether or not an individual with a
given opinion holds that opinion strongly enough to take the
trouble to go out and vote for it or fight for it.”7

George Gallup responded to these criticisms by providing
his own solution to the problem of non-opinion in a 1947 article
in Public Opinion Quarterly.8 He proposed a five-step method,
a “quintamensional plan,” for asking people about any public
policy issue. The first step was to find out if respondents had
even heard of the policy. For example, in November 1953,
Gallup asked about the Taft-Hartley Act, which had received 
a great deal of attention over many months. He found that de-
spite the news coverage, 60 percent of the respondents in a poll
said they had not “followed” the discussion. Among the rest, 19
percent wanted to change the act, 11 percent to leave it as is,
and 3 percent to repeal it. An additional 7 percent said they had
followed the discussion but still had no opinion on what to do
with the law (see fig. 4). 

That kind of description simply doesn’t appear in the cur-
rent media accounts of public opinion. Today’s media don’t find
it interesting to report that two-thirds of the people have no
opinion about a major public policy issue, so the polls simply
avoid measuring what the media don’t want to report. 

Gallup also proposed asking other questions about each
policy issue, to include open-ended questions that would allow
respondents to describe in their own words what they knew
about the policy proposal and why they supported or opposed
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it. But that part of his proposal has never been systematically
applied to policy issues. In several discussions I had with Alec
Gallup over the years,9 he said that the “quintamensional plan”
devised by his father was never routinely used because it just
wasn’t practical for the news media. It required too many min-
utes of interviewing and too much analysis of the data once the
interview was completed. In this case, “too much” meant the
news media simply wanted a faster approach to measuring
opinion. But a consequence of faster is superficiality. 

In the 1980s, a highly renowned pollster and psychologist,
Daniel Yankelovich, worked with Time magazine to design a
simple battery of questions to determine whether responses to
questions reflected public views that were firmly and thought-
fully held or views that were likely to change from one question
to another.10 Yankelovich suggested Time could use a marker,
such as an asterisk, to indicate for each set of reported opinions
whether the findings were stable or “mushy.” The magazine ed-
itors embraced the idea, paid for the research, and shared the
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resulting index with several other organizations. Yankelovich
called it a “volatility index,” whereas Time preferred the more
colloquial “mushiness index.” In the end, Time abandoned the
project and never used the new measure, preferring to remain
with the prevailing superficial approach, which was easier and
less costly. 

Part of Yankelovich’s concern was that the current method
of conducting media polls undermines the confidence that peo-
ple can place in polls. Different polls will inevitably produce
different findings, because pollsters refuse to take into consid-
eration people’s level of knowledge or commitment to their
views. Yankelovich was particularly concerned that media poll-
sters today do not examine the several stages that the public
goes through as it confronts policy issues, from first being aware
of an issue to eventually arriving at a “full deliberative judg-
ment.” Instead, he complained, media pollsters take a “snap-
shot” of public opinion as it is evolving and then provide no
explanation as to the quality of that measured opinion.11

How Closely People Follow the News

Though it’s fallen out of vogue for pollsters to ask respondents
how much they know about an issue, some will ask respondents
how closely they have paid attention to related news. The as-
sumption is that the more attention people pay to an issue, the
more they know about it. But as assumptions go, this is a poor
one; self-reported news attention and knowledge are not the
same thing. Moreover, we know that even when people are fa-
miliar enough with an issue to express an opinion, it doesn’t
mean they care whether their opinion prevails. 

Still, asking people if they have heard of an issue is at least
one step toward exploring beneath the surface of most reported
opinion. When George Gallup polled on the Taft-Hartley Act,
for example, he first asked if respondents had heard of the act.
Only those people who said they had were asked the follow-
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up question. Not so most pollsters these days, including the
SRI-owned Gallup Poll, which has adopted the common prac-
tice of asking all respondents to weigh in on a policy, even when
they’ve already admitted they know little or nothing about it. 

It’s true that on many occasions, people who don’t know
anything about an issue respond similarly to those who do, usu-
ally because questions in the survey contain so much descrip-
tive information that essentially all respondents are influenced
by the same framing of the issue. On many other occasions,
however, people who say they are paying attention to an issue
express very different views from those who first learn about an
issue from the interviewer. Often the views of the informed are
lumped in with the views of the previously uninformed, a dis-
tortion of the true nature of public opinion on the issue. 

That was the case with Gallup’s polls on a French drug,
RU-486, referred to by its critics as an “abortion pill” and by 
its supporters as the “morning-after pill.” In April 2000, Gallup
found a plurality of the public, 47 percent to 39 percent, op-
posed to making RU-486 available in the United States as a pre-
scription drug (see fig. 5).12 By the following October, when
respondents were asked their views on “the recent decision by
the Federal Drug Administration” to authorize the sale of RU-
486 as a prescription drug, the tide had turned: the poll found
that 50 percent were in favor, 44 percent opposed.13 Two years
later, Gallup’s “in-depth review” of public attitudes on the gen-
eral issue of abortion characterized public opinion on RU-486
as one of several areas that “sharply divide” the public. The re-
view noted that “substantial disagreement also exists over . . .
legalizing the French abortion pill known as RU-486,” then re-
iterated that “Americans are closely divided about the matter.”14

What the report did not note was that people who had heard
about RU-486 in the news before being asked about it by Gallup
were substantially in favor of its being sold as a prescription
drug, whereas people who heard of the drug for the first time in
the Gallup interview were mostly opposed to its being sold. 
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The specific question included in the April 2000 survey
asked respondents whether they had “heard or read anything
about RU-486, the so-called abortion pill?” It was probably that
characterization of the drug that provoked immediate opposi-
tion among people who had never previously heard of it, since
“abortion pill” hardly gives an adequate description of how or
when the drug works. Perhaps some respondents thought it was
designed to be taken weeks or months into a pregnancy. Gallup
could have described RU-486 as “the pill women take shortly af-
ter sexual intercourse in order to avoid having a baby” or used
other similarly less charged language. Or Gallup could have just
ended the question after “RU-486,” without giving any infor-
mation at all. But Gallup chose to feed biased information to
people who didn’t know anything about the drug so that every-
one in the sample could be asked the follow-up question.

How Gallup initially characterized the drug may not have
made any difference if the follow-up question had been asked
only of the 54 percent of people who said that they had heard
or read something about the drug before being asked about it 
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in the survey. But Gallup did ask everyone, including the 45
percent who said they had not heard or read anything about it:
“Would you personally favor or oppose making RU-486—an
abortion pill—available in the United States as a prescription
drug?” The unknowing respondents had now been told twice
that RU-486 was “an abortion pill,” and nothing else. That group
opposed making it a prescription drug by an overwhelming ma-
jority, 58 percent to 22 percent. Among those who knew about
the drug before Gallup referred to it as “an abortion pill,” there
was a 16-point margin of support, 54 percent to 38 percent.

The following October, Gallup changed the question from
whether people had heard or read anything about the drug (with
a yes-no response), to asking how closely people were following
the news about it, offering four possible responses: very closely,
somewhat closely, not too closely, or not at all closely. The four
response categories for following the news were then collapsed
into two—very/somewhat closely, and not too/not at all closely
—yielding about the same percentages who were attentive and
not attentive in October as in April. In the later survey, 56 per-
cent said they had followed the issue either very or somewhat
closely, while 43 percent had not. The other wording was iden-
tical, with RU-486 still characterized as the “so-called abortion
pill” in the first question, and “an abortion pill” in the second.

The October results among people who had heard of the
drug before the interview were similar to those obtained in
April—this time a 17-point margin in favor of the FDA decision
to authorize its sale, 57 percent to 40 percent, hardly different
from the 54 percent to 38 percent results of the previous spring.
The biggest differences occurred among those who had not
been following the news about the drug. This group was appar-
ently very much influenced by the knowledge Gallup gave them
that the FDA had authorized use of the drug, because the net
opposition in the second survey was only 8 points (49 percent
opposed, 41 percent in favor) whereas the previous negative
margin was 36 points (see fig. 6).
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The Gallup “in-depth” report made no mention of the fact
that among people who knew about RU-486, there was a sub-
stantial margin of support in the drug’s favor. The real “sharp 
divide” in the public, not mentioned by that Gallup report, was
between the half who knew something about the drug and the
half who did not. 

In my view, an accurate characterization of public opinion
based on these Gallup surveys should have been that just over
half of Americans had heard of RU-486, and that among this
group, there was a clear majority in favor (more than a 15-point
margin) of the FDA’s allowing the sale of RU-486 as a pre-
scription drug. Gallup didn’t measure intensity, so we can’t con-
clude that even among those with an opinion, most wanted
their views to prevail—only that at least a majority of those who
knew about the drug were willing for the authorization to occur.
Also, a little less than half of Americans hadn’t heard of the
drug, so we can’t say what their opinions were. We do know that
knowledge and ignorance of RU-486 were shared about equally
among people who classified themselves as pro-choice and pro-
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life, based on an analysis of the April poll data. Thus, the “in-
formed” or “attentive” public was not disproportionately preor-
dained toward either support or opposition.

Gallup’s approach to polling on RU-486 was inadvisable for
at least three reasons. The first is that feeding respondents any
information about a complex and controversial issue almost
necessarily involves using biased language. To call RU-486 an
“abortion pill” would be like calling the female contraceptive
IUD an “abortion device” or characterizing the discarding of
embryos as “killing” human beings. That approach certainly
satisfies people at one end of the political spectrum, but there
are less didactic and still accurate ways to describe RU-486,
which could elicit different responses. Gallup should have
avoided any bias by simply asking if people had heard of RU-
486 and stopping there.

The second inadvisable move that Gallup made was de-
scribing RU-486 at all. By feeding respondents any description
of the drug, Gallup contaminated the sample so that the re-
spondents no longer represented Americans across the coun-
try—because the rest of the country had not been given the
same information about RU-486. An argument often heard in
support of giving respondents selected facts about certain is-
sues is that the tactic allows pollsters to measure what the pub-
lic would think if it had that information. But that argument 
is both inaccurate and disingenuous. It’s inaccurate because it
will never be the case that all Americans will be informed about
some issue in the same way poll respondents are. Not all Amer-
icans will be told, for example, that RU-486 is an abortion pill
with no other information provided. And the argument is disin-
genuous because the poll results are not reported as what the
public would think if it were informed, but rather as what 
the public does think. The Gallup in-depth report made no
mention of the results being hypothetical, but rather claimed
that the public was, at that time, “sharply divided” on the issue
of RU-486. 
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The final problem with Gallup’s polling on RU-486 is that
the results were wrong. The public was not sharply divided on
RU-486. In fact, the public was largely ignorant of the drug, but
among those who had heard of it, there was substantial support
for allowing it to be sold as a prescription. That’s the truth of the
matter. And you won’t find it in the Gallup report.15

Force-Feeding Respondents 

Pollsters rarely ask people about their attentiveness to the news
before feeding them information, the concern being that the
poll could undermine its own credibility when respondents who
admit they know little or nothing about an issue are asked about
it anyway. Instead, pollsters are more likely to follow the exam-
ple of a 2005 ABC News/Washington Post Poll in which inter-
viewers told respondents, “The Senate has confirmed thirty-five
federal appeals court judges nominated by Bush, while Senate
Democrats have blocked ten others,” then immediately asked,
“Do you think the Senate Democrats are right or wrong to block
those nominations?”16 This is a typical forced-choice format
question, offering no explicit “don’t know” response, and pres-
suring respondents to give an answer. Yet 13 percent were brave
enough to ignore the forced choices and say they didn’t know if
the Democrats were right or wrong. And although pollsters
wanted respondents to say that either all the blocked nomina-
tions were wrong or all were right, 3 percent of respondents vol-
unteered the opinion that the Democrats were right to block
some and wrong to block others. The rest of the respondents
bought into the very narrow framework presented by the poll,
with 48 percent saying the Democrats were right to block all ten
nominations and 36 percent saying the Democrats were wrong
all ten times. 

The problems with the ABC News/Washington Post Poll
should be obvious to anyone who thinks carefully about the
question. It may tap into partisan feelings—with mostly Dem-
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ocrats saying the Democrats were right and mostly Republi-
cans saying the Democrats were wrong—but the question
hardly taps into a public judgment about the specific action that
is mentioned. We have no idea how many people were aware
that the Democrats had blocked any judges, much less what 
respondents knew about each of the blocked nominations and
whether there were good grounds for the Democrats’ actions. 

The tactic of providing information and then immediately
asking respondents to make a judgment based on what they’ve
been told is used by most media polls, including the CBS
News/New York Times Poll. In March 2007, its interviewers 
told respondents, “As you may know, members of the Bush ad-
ministration have accused Iran of supporting Iraqi insurgents
by supplying them with weapons to use against American
forces.”17 That could well have been news to a lot of Americans,
possibly even a majority. The poll was careful not to find out.
Interviewers quickly asked, “When members of the Bush ad-
ministration talk about Iran’s involvement in Iraq, do you think
they are telling the entire truth, mostly telling the truth but 
hiding something, or are they mostly lying?” Amazingly, only 
6 percent said they didn’t know. Either the public was unusu-
ally attentive on that issue, or a whole lot of people simply ex-
pressed their gut reaction about the Bush administration in
general—not necessarily about the Bush administration’s accu-
sations concerning Iran. Yet the two news outlets could report
that 80 percent of Americans were skeptical about the Bush 
administration’s accusations regarding Iran, with 24 percent
saying the members of the Bush administration were “mostly 
lying,” and 56 percent saying the Bush officials were “hiding
something.”

One of the more elaborate attempts to create public opin-
ion when there may not have been any came during a 2005 Los
Angeles Times poll.18 Respondents who had the misfortune of
picking up their phones that day heard the following:
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As you may know, another issue that is on Bush’s agenda is to

reform medical liability awards. The President would like to put

a $250,000 cap on jury awards for pain and suffering. The Bush

Administration contends that excessive damage awards have be-

come a burden for businesses and a drag on the nation’s econ-

omy. They argue that the cost of frivolous lawsuits make it

prohibitively expensive for small businesses to stay in business

or for doctors to practice medicine. Opponents say the White

House is exaggerating the extent of the problem of excessive

damage awards, and say that caps on damages ultimately do 

not reduce premiums for doctors. They acknowledge the high

cost of malpractice insurance, but blame it on lax regulation 

of the insurance industry. Do you approve or disapprove of 

capping damages awarded by juries to $250,000 for pain and 

suffering?

It’s hard to imagine that many respondents actually absorbed
the details of this long-winded exposition on liability awards, so
it may be a surprise that a measly 8 percent admitted that they
were unsure how to answer the question. The other 92 percent
gave a response, one might guess, solely to prevent the inter-
viewer from rereading the question. From the media’s point of
view, however, the poll worked just fine. Fifty percent approved
of the Bush proposal, 42 percent disapproved. It certainly
sounded newsworthy, and who could prove that it wasn’t?

i wish i could say that the examples cited here are isolated.
Unfortunately, they are part of a routine process by which all
media pollsters create a public opinion that serves the news 
media but does not serve the public or its elected representa-
tives. Oversimplifying complex issues, using the forced-choice
format, avoiding questions that might reveal how little people
know or care about issues, and feeding respondents informa-
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tion are all part of the manufacturing process. As Daniel Yan-
kelovich laments, “Sad to say, the media who sponsor opinion
polls on policy issues have little or no stake in the quality of the
poll findings they report.”19 This sad state of news media cover-
age is a far cry from what George Gallup and the Washington
Post envisioned almost three-quarters of a century ago when
they announced with great fanfare the new journalistic “beat”
of public opinion.
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C H A P T E R  T H R E E

Telling Americans 
What They Think

On Sunday, October 20, 1935, an unusual sighting occurred
over Washington, D.C.: a blimp pulling a long streamer that
heralded a new era in American journalism with the words
“America Speaks!” The blimp had been hired by the Washing-
ton Post editor Eugene Meyer to mark the first installment of a
weekly column by George Gallup of the American Institute of
Public Opinion. What the public thought about issues would,
for the first time in the history of American journalism, be in-
cluded as an integral part of news reporting. And Meyer wanted
the whole world, and certainly his own city, to know about it. A
few years later, Meyer would express his continued enthusiasm
for this revolution in modern journalism, writing, “I have felt
from the beginning that the publication of Dr. Gallup’s report-
ing of essential facts . . . has been a most useful and constructive
contribution to the successful operation of the democratic sys-
tem.”1 Such a contribution was certainly the ambitious young
pollster’s intent, but as to the actual effects of polls on democ-
racy, it’s been a source of contention since America began
speaking to George Gallup.
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by the time Gallup launched his weekly reports of public opin-
ion, straw polls had long been a part of the journalistic enter-
prise. They usually were part of efforts by the press to get an
early read during election season on how people might vote.
The term “straw poll” is derived from the idea that someone will
take a straw and throw it into the air to see which way the wind
is blowing—in this context, to gauge the political winds.2 These
straw polls were mostly informal, and, although they provided
interesting news stories, they weren’t treated as serious predic-
tions of election outcomes. We see similar gimmicks today,
when news stations and newspapers invite viewers and readers
to submit their opinions on some issue, but hardly anyone
thinks such results reflect the general population. 

A few newspapers in the early part of the twentieth century
saw the polls less as a publicity ploy than as a serious method
for gaining insight into the voters’ minds. They used sampling
techniques that were relatively rigorous in specifying which vot-
ers to interview to ensure that poll participants would more
closely represent the larger voting population. The Cincinnati
Enquirer, for example, conducted six statewide straw polls on
the presidential contest between 1908 and 1928. On average the
results were accurate to within 2 percentage points of the final
results. The Chicago Journal conducted twelve straw polls in
the city between 1905 and 1928, and their accuracy rate im-
proved considerably over time. Their first six straw polls dif-
fered from the final results by an average of 6 percentage points,
whereas the last six differed by an average of only 2 points.3

One media outlet that didn’t attempt to use rigorous sam-
pling methods but nevertheless helped popularize the use of
straw polls was the Literary Digest, a weekly general-interest
magazine similar in format to today’s Time and Newsweek.4 The
Digest flirted with conducting a straw poll in 1916, when it
mailed questionnaire-style “ballots” to subscribers in five states
asking them to indicate their own presidential preferences and
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to report on what the political sentiment was in their commu-
nities. The Digest’s editors were so pleased with the venture
that four years later they sent ballots to more than 11 million
people. Because the straw poll was conducted before the par-
ties had decided on presidential nominees, however, the results
could not be used to predict the general election. 

For the next three presidential elections, the Digest mailed
its ballots after the party conventions. The timing would allow
the magazine to predict the final winner. Perhaps even more
important, each week, as more ballots were returned, the up-
date provided another exciting news story–each loudly trum-
peted by the magazine: “Ballots, ballots, ballots—fresh from the
printing-press, done up in great packages, they’re beginning to
pour in to The Literary Digest’s presidential poll headquarters,
some days a million and some a million-and-a-half.”5

In each of those election years, the Digest correctly pre-
dicted the winner—Calvin Coolidge over John Davis and
Robert LaFollette (the Progressive Party candidate) in 1924,
Herbert Hoover over Al Smith in 1928, and Franklin Delano
Roosevelt over Herbert Hoover in 1932. The last prediction was
particularly noteworthy. Not only did the magazine predict the
percentage of the vote favoring Roosevelt (59.14) within three-
quarters of a percentage point of the actual vote (59.85 percent),
it correctly predicted the presidential winner in 43 of the 48
states, with an average error of just 3 percentage points. Two of
the five incorrectly predicted states actually supported Hoover,
and the other three supported Roosevelt, tending to cancel 
the overall error. The Digest’s final prediction showed Roosevelt
winning 41 states with 474 electoral votes, whereas he wound
up winning 42 states with 472 electoral votes.6

By any standard now or then, this was a truly impressive
performance. Newspapers across the country referred to the
poll’s “uncanny” accuracy, and the Digest’s editors, unable to
contain their pride, published several newspaper testimonials.
“We want to display some of the bouquets that are being
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thrown at the poll from all over the country,” they wrote. “All we
can say in answer to the loud applause is this: ‘When better
polls are built, the Digest will build them.’”7

Unrecognized by the editors were two persistent and re-
lated problems that would ultimately lead to the Digest’s de-
mise. Its samples of voters were biased in favor of upper income
people, and that same economic tier was more likely to answer
mail ballots. The magazine had what statisticians today call a
sampling problem as well as a nonresponse problem, both of
which biased their results in favor of Republicans. The sam-
pling problem was caused by the fact that the ballots were sent
primarily to people who had telephones and automobiles, be-
cause it was easy to obtain addresses from automobile registra-
tions and from telephone directories—what researchers of the
day referred to as the “tel-auto” lists. The nonresponse problem
was caused by the fact that people with lower income and a
lower level of education were less interested in filling out the
ballots, which included invitations to subscribe or resubscribe
to the Digest.8 These solicitations were apparently quite suc-
cessful. After one mailing, the Digest informed its advertisers,
“Almost overnight, we have advanced circulation tremen-
dously.”9 As one might easily surmise, the success was particu-
larly noticeable among higher income voters.

Given their experience with the presidential polls, espe-
cially the 1932 poll, the editors had no reason to doubt their
methodology. They were convinced that their polling sample
was a good representation of the American public. The Topeka
Capital, one of the newspapers that sent congratulations to the
Digest for its 1932 poll, was explicit: “What [the poll] demon-
strates is that telephone numbers and automobile numbers are
representative of the United States, not only politically but gen-
erally. . . . Telephone numbers and automobile tags represent the
United States!”10

It was the midst of the Great Depression, and a lot of peo-
ple who couldn’t afford to own cars and telephones were auto-
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matically excluded from the Digest poll. But even before that,
Claude Robinson, a Columbia University scholar who later
worked with George Gallup, noted that the “tel-auto” list used
by the Digest was likely to cause problems. Republicans were
overrepresented in every state in the 1928 straw poll, and in all
but seven states in the 1924 poll—which also had LaFollette
coming in second, rather than his poor third in the real elec-
tion.11 This overrepresentation of Republicans appeared to be
directly related to the economic bias in the samples and to the
nonresponse of lower income voters. But because Republican
candidates won in the 1924 and 1928 elections, the bias didn’t
affect the Digest polls when it came to predicting the winner,
though it did raise red flags by projecting winning percentages
that were considerably higher than the actual results. 

In 1932, in the aftermath of the stock market crash and the
effects of the Depression, people in the higher economic strata
were as dissatisfied with President Hoover as poorer people
were, so voting preferences in the higher and lower economic
strata were similar. In a rare crossover, upper income Ameri-
cans voted Democratic, and Roosevelt won in the landslide that
the Digest accurately predicted. Once again, the economic bias
in the Digest’s sample of Americans went undetected. But in
1936, the chickens would come home to roost. 

George Gallup’s genius lay in recognizing the flaws of the
Digest’s polling operation and in applying updated market re-
search sampling methods to cut down on the expense of na-
tional sampling. Whereas the Digest sent out millions of ballots,
Gallup polled only a few thousand people. Initially, he experi-
mented with sending out mail ballots, but he quickly recog-
nized the nonresponse problem and abandoned that effort.
Instead, he hired interviewers, mostly people who lived in the
geographical areas he wanted surveyed, but some who would
drive from state to state. He used a strict system of quota sam-
pling, which was the “scientific” part of the poll, to ensure that
people in all parts of the country and at all economic levels
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would be included according to their proportions in the na-
tional census. This approach eliminated the sampling problem
inherent in the Digest’s “tel-auto” samples. In each geographi-
cal area selected by Gallup, interviewers had to find people who
fit the various categories by age, income, and gender, which
minimized the problem of nonresponse bias. Though direct re-
fusals were quite low, if one voter declined to participate, the
interviewers would have to find another who fit the needed de-
mographic profile.

After four years of Roosevelt’s “New Deal” economic poli-
cies, the Digest’s tel-auto list of people in the upper economic
strata were ready for the return of a Republican in the White
House. And, sure enough, the Digest’s poll predicted that Alf
Landon would beat Roosevelt 57 percent to 42 percent. The up-
start Gallup, by contrast, controversially forecasted a Roosevelt
victory vote of 54 percent to 46 percent. Roosevelt actually won
with 61 percent of the vote—7 percentage points more than
Gallup had predicted, but 19 points more than the Digest’s final
results. Though Gallup was upset over the 7-point margin, he
had proven that his new “scientific” polling approach worked,
and he had helped usher in a new era of public opinion polling.

gallup was not the only scientific pollster to weigh in that
election year. Two other market researchers, Archibald Cross-
ley and Elmo Roper, had already begun conducting national
polls before Gallup founded his institute. And they, too, pre-
dicted Roosevelt’s reelection. But in the aftermath of the 1936
election, it was Gallup who became the great evangelist on be-
half of polls, not just to predict election outcomes, but to give
voice to the people. That had been his intention all along, as
reflected in the title of his column, “America Speaks!” He made
much of the writings of British scholar James Bryce,12 who
called for the dominant role of public opinion in modern repre-
sentative governments. Translating public opinion into policy,

44 the opinion makers



Bryce argued, required frequent input from the people, but “the
machinery for weighing or measuring the popular will from
week to week or month to month is not likely to be invented.”
A little more than a half century later, Gallup announced that
the machinery had, in fact, been invented:

The development of a careful sampling technique has virtually

overcome the obstacles of time and expense which caused Bryce

to doubt the possibility of continuous nation-wide referendums.

By collecting the opinions of a representative sample of voters,

they have made possible that week-to-week audit of public opin-

ion, which Bryce himself called the “logical resource.”13

Gallup was not the first to examine the public’s views on po-
litical and social issues. In 1907, the Chicago Journal conducted
a straw poll on the issue of a city traction ordinance, and the
Literary Digest over the years had cranked up its polling ma-
chinery to measure people’s views on the soldier’s bonus (1922),
the Mellon Tax Plan (1924), and Prohibition (1922, 1930, and
1932).14 But the principal focus of the early straw polls was on
elections. With the advent of the scientific polls, the emphasis
shifted to a much wider sampling of the public’s views and
habits. 

The very first question Gallup highlighted in his new
weekly column was whether “expenditures by the Government
for relief and recovery are too little, too great, or about right.”15

Though the country was still in the midst of the Great Depres-
sion, 60 percent of Gallup’s respondents said the government
was spending too much, 31 percent said about right, and 9 per-
cent said too little. He compared those results with those he
had obtained the previous year, while experimenting with his
new polling method, to show a decline in support for Roo-
sevelt’s New Deal policies. 

In the first several years, Gallup polled on a number of other
political topics: minimum wage, child labor, performance of
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various agencies of the New Deal, old age insurance, labor
unions, states’ rights, federal spending, inflation, mercy killing,
universal fingerprinting, lynching, divorce, Prohibition, capital
punishment, the Supreme Court, birth control, and whether
the country should become involved or remain neutral in the
war in Europe. Gallup also asked some purely cultural ques-
tions about the use of alcohol, women working in business
when their husbands could afford to support them, what
schools should teach about government, the ideal family size,
favorite sport to watch, the use of automobiles, and the accept-
ability of men wearing topless bathing suits. The Fortune Quar-
terly Survey conducted by Roper included some of these and
other topics, but it was Gallup’s weekly reports that provided by
far the more frequent and extensive coverage of the political
and cultural landscape of the country.16

With his journalism background, Gallup was particularly
sensitive to what he saw as the needs of the news media, en-
suring that many of the topics he covered could be integrated
into the news stories of the day. And very quickly, even before
he demonstrated the accuracy of his polls in the 1936 presiden-
tial election, his results began having a major influence in
Washington, D.C. 

At the time Gallup launched his weekly column, poverty
among the elderly was a major social problem, and the grass-
roots movement for the Townsend Plan was at its peak.17 First
suggested by Dr. Francis Townsend in a letter to a Long Beach
newspaper in early 1933, it proposed that the federal govern-
ment give every retired couple $200 per month providing they
were at least sixty years of age and would spend the money
within thirty days, which would help stimulate the economy.
Favorable response was swift and massive, spawning local or-
ganizations throughout the country that drew in more than 
two million members. The movement was so powerful it helped
spur Roosevelt to propose his own old-age pension plan, which
became the Social Security Act, passed in 1935. But the
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Townsendites were not satisfied and continued to pressure
Congress for passage of the more generous and expensive
Townsend Plan. As a result, several bills were introduced into
Congress in 1935 and 1936 that would have enacted into law
most of the plan’s features.

It was in this political environment in December 1935 that
Gallup asked respondents five questions on the matter. The
first was whether respondents were in favor of government old-
age pensions for needy persons. A resounding 89 percent said
they were. These respondents were then asked three follow-
up questions. How much should be paid monthly to each sin-
gle person? The average: $40 per month. How much should be
paid monthly to a married couple? The average: $60 (average
monthly household income at the time was $100). Finally, what
age should a person be to qualify for an old age pension? The
average: 60 years. Then all respondents were asked if they fa-
vored the Townsend Plan—“that is, paying $200 a month to
each aged husband and wife?” Just 3.8 percent said yes, 96.2
percent no. According to Claude Robinson, writing in 1937, 
“After publication of these figures, Townsend’s influence over
Congress suffered a sharp decline, and within a month a reso-
lution had been voted to investigate his movement.”18

Another of Gallup’s early influential polls was on the sub-
ject of venereal disease, which at the time was estimated to
afflict about one in ten adult Americans. Although there had
been successful public health campaigns against such diseases
as diphtheria and tuberculosis, social taboos made it difficult
for government officials to get widespread publicity about the
symptoms and treatment of gonorrhea and syphilis. Newspa-
pers and radio stations simply would not cover stories about the
causes and cures of these venereal diseases, even when prom-
ulgated by government health authorities. “Fear of offending
the public through discussions of venereal disease,” com-
plained the U.S. surgeon general, “is first and foremost among
American handicaps in progress against syphilis.”19 As Gallup
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would later acknowledge, it was “with some trepidation” that he
decided to include a question on the subject in a December
1936 poll, which asked whether respondents would be in “favor
of a government bureau that would distribute information con-
cerning venereal diseases?” Much to his surprise, 88 percent
said yes. A month later, he asked whether Congress should ap-
propriate $25 million to help control venereal disease. Another
surprise: more than 90 percent said yes. The notion that the
public would be offended by public health efforts to control 
the disease took another hit in Gallup’s July 1937 survey, when
87 percent of respondents said yes to the question, “In strict
confidence and at no expense to you, would you like to be given,
by your own physician, a blood test for syphilis?”20 Gallup later
wrote, “It is gratifying to observe that during the past year, dis-
cussions of the social disease have been broadcast from our
principal radio stations and carried in the columns of scores of
newspapers.”21

though gallup was enthusiastic about his newly developed
ability to “monitor the pulse of democracy,” others were quite
critical. Some scholars denounced the notion that public opin-
ion, as measured by polls, was simply “an aggregation of equally
weighted individual opinions.” To the contrary, they argued,
public opinion had meaning only in a societal context, where 
it is expressed through groups and institutions.22 Summing up
the number of people in support or opposition to a policy had
no relevant meaning in the way government operates, where
conflicting preferences have to be traded off against available
resources. Opponents didn’t take issue with Gallup’s results
that dealt with people’s personal lives, like the number of peo-
ple who were willing to have a test for syphilis. What critics 
objected to was the kind of poll results that showed Americans
supporting a $25 million allocation to fight venereal disease,
since no mention was made of other programs that might 
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also receive such an allocation or of the way the program 
would be funded. The fact that so many Americans supported
the proposal meant something—at the very least, a general 
consensus that venereal disease was a problem that should be
addressed, and that, contrary to popular belief, there was no 
social taboo against discussing it publicly. But opponents of
Gallup’s approach to public opinion argued that such policy 
results couldn’t be taken as a concrete demand by the public.
Congress shouldn’t immediately start writing a check for $25
million. 

Other scholars dismissed polls because of their inherent
limitations, primarily that they can pose only the simplest of
questions. A prime example would be Gallup’s very first ques-
tion, whether the government was spending too much, too 
little, or the right amount on relief and recovery. The results
showed a general public feeling that too much was being spent,
without any guidance as to what specifically in the budget, if
anything, should be cut. And that’s true of most of Gallup’s
questions of the day, such as one he asked in September 1935:
“In order to declare war, should Congress be required to obtain
the approval of the people by means of a national vote?”23

Three-quarters said yes. Of course that’s not what our Consti-
tution requires, nor obviously is it what happened after the
Japanese attacked Pearl Harbor. Another question in the same
survey asked simply, “If one foreign nation insists upon attack-
ing another, should the United States join with other nations 
to compel it to stop?”24 The question was so vague, with the 
answer clearly dependent on so many unknown factors, that
critics hardly knew what to make of the response—71 percent
of respondents said no, the rest answered yes. The effort to
plumb the public will on complex issues by asking singular 
and oversimplified questions was at the heart of the arguments
against Gallup’s “sampling referendum.” As one critic noted,
“Instead of feeling the pulse of democracy, Dr. Gallup listens to
its baby talk.”25
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President Dewey 

The biggest setback to the burgeoning polling industry was the
pollsters’ failure in 1948, when all confidently predicted that Re-
publican Thomas A. Dewey would defeat incumbent Demo-
cratic President Harry S. Truman. It’s no exaggeration to say
that nearly the entire country expected a Dewey victory. In part,
these expectations were set up by the 1946 congressional mid-
term elections, when Republicans swept the Democrats out of
office in both the House and Senate, regaining majority control
of both houses for the first time since before the Depression.
The solid defeat was largely attributed to Truman’s poor per-
formance in office, and it was widely expected that the 1948
election would see the completion of the Democratic Party’s
rout. When the three scientific pollsters all showed Dewey with
a double-digit lead in the summer of 1948, any lingering doubts
about a Republican victory that fall vanished. 

Warning signs were there, however. Both the Crossley and
Gallup polls showed significant movement in the next few
months, with Gallup reporting a Dewey lead of 12 points in mid-
July that was down to 5 points in mid-October, his last polling
period. Crossley, too, showed Dewey with only a 5-point lead 
in his last poll, but neither pollster expected Truman’s momen-
tum to carry him to victory. Such rapid changes in voter prefer-
ences had never happened in the three previous presidential
elections they had polled. Those elections, of course, were all
dominated by Franklin Roosevelt, and public opinion about
him was certainly firmer than the public’s shifting sense of
these two less well known candidates—as the pollsters were
soon to discover. Truman won with 49.6 percent of the vote to
Dewey’s 45.1 percent. 

After Truman’s reelection, the most disastrous day in
polling history, there was much gnashing of teeth and second-
guessing about the causes of the pollsters’ failure. Yet the ex-
planation was quite simple: the pollsters had quit polling too
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early. Postelection surveys by both Gallup and Roper showed
about one in seven voters making up their minds in the last two
weeks of the campaign, and Truman winning three-quarters of
that group. Those results support the conclusion that had the
polls been conducted later, they would have tracked the final
surge of support for Truman. After seven decades of polling
data attesting time and time again to the mercurial nature of
voter preference, no pollster today would even consider pre-
dicting a presidential winner based on polls conducted two
weeks or longer before Election Day.

The postelection polls by Gallup and Roper, however, hit
on another problem, one that is still ongoing—misgauging voter
indecision. If so many voters were undecided in the last two
weeks of the campaign, why didn’t the pollsters pick up on that
when they asked the voters which candidate they would sup-
port? In Gallup’s report of his last preelection poll, October 15
through 25, he had allocated all of the undecided voters to one
candidate or another, a decision that he later regretted. That
was the modus operandi not only of Gallup but of the other poll-
sters of the day—they eliminated the undecided percentages in
their last preelection poll by allocating those votes so that their
final predictions would reflect what they expected the final vote
count to be. As Crossley later explained, “We were told on all
sides that the worst sin of poll reporting was hedging.”26

Like his colleagues, Gallup assumed that those who were
still undecided would probably cast their ballots proportional to
what other voters had done. Since he didn’t mention undecided
voters in his October report, it’s unclear how many he actually
found. However, one month earlier Gallup had reported that 8
percent of the public was still undecided. It’s a good bet that if
Gallup found 8 percent of voters undecided in September, that
number was probably close to the same a month later, if not
lower. How, then, could Gallup’s postelection survey show 14
percent undecided in the last two weeks? The problem was,
and remains, that pollsters ask the wrong questions.
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From the start of his polling enterprise, Gallup pressured
respondents to say whom they would vote for “if the election
were held today,” a question that masks the true number of peo-
ple who haven’t made up their minds. To get an accurate meas-
ure of how many voters remained undecided in September and
October, he should have first asked respondents whether they
had even made a decision on which candidate they would sup-
port on Election Day. Even after the devastating Dewey miscall,
Gallup never modified his wording to get a better measure of
the undecided vote. Today pollsters still use Gallup’s flawed
horserace question.

Proliferation of Polls 

For thirty years, Gallup was the most prominent and prolific
source of public opinion information in the country. In 1956,
Louis Harris, a young analyst who had worked for Elmo Roper
for close to a decade, had a falling out with Roper and founded
his own polling company. He became the most visible of a new
breed of pollster, one who worked primarily for political cam-
paigns. For the next seven years he worked for more than 240
candidates, most of them Democrats, including John Kennedy
in the 1960 presidential contest. “I elected one president, one
prime minister, about 28 governors, and maybe close to 60 U.S.
Senators,” he later boasted.27 He also worked for the news me-
dia, helping first CBS and then ABC on its election night
polling. In 1963, he gave up working for political candidates al-
together to conduct polls solely for the media and for private
clients, excluding political candidates running for office. From
then until the advent of media-owned polls starting in the mid-
1970s, he and Gallup were on a par as the two biggest promul-
gators of U.S. public opinion.

Harris’s polling techniques, however, contrasted sharply
with those pioneered and popularized by Gallup. While Gallup
insisted on simple questions that could be understood by re-
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spondents, Harris often used what he called “projective” ques-
tions: he would give respondents complex and even biased in-
formation and then ask their reaction. Sometimes he would give
both positive and negative information, and then see where the
respondents ended up in their views. Also, unlike Gallup, Har-
ris was often interested in using his polls as a platform for ac-
tion, and his partisanship was never far from the surface.

In 1979, while Harris was polling for ABC News, Senator
Ted Kennedy announced that he would challenge incumbent
president Jimmy Carter in the Democratic Party primaries.
This was great news to Harris, who had fond memories of his
work with John Kennedy two decades earlier. Although Harris
continued to poll for ABC News, he announced to his com-
pany’s researchers, “I’m going to make the next president.”28 In
the months that followed, Harris used projective questions and
selective reporting to bias his polling reports in Kennedy’s favor,
and he followed a pattern of reporting good news about the
Massachusetts senator while delaying, or even omitting, any fa-
vorable polls about President Carter. 

For close to three decades, Louis Harris and Associates was
one of the giants of polling, but Harris’s legacy does not come
anywhere near that of George Gallup’s. His inability to separate
his partisan biases from his public policy polling undermined
his credibility. Harris sold his company in 1969, but he contin-
ued to run it until January 1992, when he resigned to start a new
company, L.H. Research. He retired soon after that. His origi-
nal company was bought by Gordon Black, and today it is called
Harris Interactive and operates as a market research company
that conducts both telephone and Internet polls for private
clients.

despite the regular use of Gallup and Harris election polls
by many news organizations throughout the 1960s and 1970s,
the journalistic culture did not value public opinion data when
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it came to policy matters. Since the role of the general public 
in American democracy is not to make policy decisions but to
elect representatives to do it for them, reporters tended to think
of polls as most useful when they reported on how people might
vote or on what might affect their vote. For the most part, 
journalists dismissed the notion that the average citizen would
have much to say about arcane policy matters. At the end of 
the 1970s and into the 1980s, journalists’ estimation of polls
changed because of technological advances that made polling
more feasible for news organizations. Prior to this period, it had
been too expensive to hire teams of interviewers across the
country to conduct in-person interviews at people’s homes. But
with the expansion of telephones into most Americans’ homes,
and a concomitant increase in the capacity and affordability of
computers to process collected data, the costs were now man-
ageable. In 1975, the New York Times and CBS News presented
the first joint media poll. Interviews were conducted in the
evening on telephones that were used by reporters and admin-
istrators during the day, with data analysis performed on news-
room computers that had become an integral part of the news
process. Other news organizations soon followed suit, spurred
on by the desire to control their own public opinion data, rather
than have it selectively fed to them by the government and by
political candidates, who were more and more frequently hiring
pollsters. Little by little, journalists accepted the idea that they
would cover public opinion as a news beat, much as they cov-
ered the White House, Congress, city hall, and other decision-
making institutions.29 By the mid-1980s, many national news
organizations had either developed their own polls or were reg-
ularly commissioning polls for their exclusive use. From CBS
and the New York Times, to the Washington Post, ABC News,
NBC News, the Wall Street Journal, Time, Newsweek, USA To-
day, the Associated Press, CNN, and the Los Angeles Times, the
public opinion beat had come into its own. 
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Questionable Ethics 

The news media’s decision to control its own polls was dogged
by controversy. One of the most important objections came
down to a simple point: when the media conduct their own
polls, they are no longer reporting the news, but making it. Ac-
cording to Nicholas Von Hoffman, a veteran journalist and a
columnist for the New York Observer, the situation was bad
enough when papers subscribed to the Gallup Poll. The prob-
lem, he argued, was that polls weren’t “news” in the regular
sense of the word. Usually, something happens, and the press
reports it. That something is news. In this case, with polls be-
ing created expressly for the press, their results met Von Hoff-
man’s definition of a “pseudo-event”: “a happening which is
arranged, contrived, or orchestrated for the purpose of gaining
publicity.” He reluctantly acknowledged that reporters might
be able to make the argument that this sort of “checkbook jour-
nalism” (paying Gallup for poll stories) could be considered
akin to buying the right to cover a story, in the same sense that
the media will buy the right to cover a boxing match. It was a
weak argument, in his view, but at the edges it had some cred-
ibility. But when the news media conduct and commission
their own polls, they have crossed the line and are now, in his
words, “making their own news and flacking it as though it were
an event they were reporting on over which they had no control,
like an earthquake or a traffic accident. The ethics of the prac-
tice are by journalism’s own canons indefensible. No reputable
newspaper, no television network permits its correspondents to
pay money to stage a news event. Anybody doing such a thing
would be fired forthwith, but [news] corporations can routinely
do what is unethical for their employees [to do].”30

Von Hoffman’s argument is particularly cogent, given that
the news organizations with their own polls tend to cover only
their own polls, and not the poll results from other organiza-
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tions. If an event is newsworthy, presumably all the news or-
ganizations would want to cover it. But that doesn’t happen
with polls. 

Of course, the sponsoring news organization has a vested
interest in covering its own poll and not any others, given the
time and expense of conducting surveys. Occasionally, a news
organization will mention other polls, sometimes for support,
and other times because a controversy has arisen over conflict-
ing results. But for the most part, when any of the networks an-
nounces its latest presidential approval rating, for example, it
doesn’t put that rating into the context of what other polls are
showing. And by the same token, other news organizations will
ignore the latest results from competitors if they already have
their own polling operations. Such was the case with the Janu-
ary 18, 2008, ABC poll report, headlined “Bush hits lowest ap-
proval rating yet in ABC poll.”31 Showing a 32 percent approval
rating, the article did not mention the many other media polls
when Bush’s rating was lower. According to pollster.com, there
were more than fifty previous poll readings all lower than the
ABC figure, and all before the end of 2007. That included four-
teen lower readings from the CBS/New York Times poll, ten
from the Newsweek poll, and six from Pew. 32 The article went
on to acknowledge that the new approval rating was not signifi-
cantly different from the ratings in the network’s previous nine
polls. The big news was that this was “Bush’s first rating below
the one-third mark” in an ABC poll, as though that milestone
was somehow a newsworthy item. Needless to say, no other
news organization felt compelled to report this piece of news.
Similarly, when USA Today announced on July 9, 2007, that a
USA Today/Gallup poll found Bush’s job approval at 29 percent,
his lowest ever, that reporter also didn’t see fit to mention that
eleven previous poll readings from other organizations had al-
ready reported ratings that low or even lower.33 When a news
organization creates information that only it finds worthwhile to
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report, criticisms such as those leveled by Von Hoffman seem
right on the money. 

more than seven decades after Eugene Meyer’s blimp an-
nounced the advent of George Gallup’s column and a new era
in American journalism, most people would agree with CBS
News Poll director Kathleen Frankovic, who wrote, “Polls are
not only part of the news today, they are news. They not only
sample public opinion, they define it.”34 Most of the scholarly
objections to “public opinion” as defined by polls have largely
been overridden, at least in the popular use of the term. In most
people’s minds, certainly in the mind of media pollsters, public
opinion is what the pollsters can measure. Ethical objections 
to the news media’s polling operations for producing pseudo-
events and making their own news have also been overridden,
not so much by rational discourse as by widespread practice.
Logic or reasoning inevitably gives way to power. The news me-
dia find polls very useful, and there is little chance that any ar-
gument which might undermine them will prevail.

Still, there is a crisis in public policy polling today, a silent
crisis that no one wants to talk about it. The problem lies not in
the declining response rates and increasing difficulty in obtain-
ing representative samples, though these are issues the polling
industry has to address. The crisis lies, rather, in the refusal of
media polls to tell the truth about those surveyed and about the
larger electorate. Rather than tell us the “essential facts” about
the public, as Meyer envisioned, they feed us a fairy-tale pic-
ture of a completely rational, all-knowing, and fully engaged cit-
izenry. They studiously avoid reporting on widespread public
apathy, indecision, and ignorance. The net result is conflicting
poll results and a distortion of public opinion that challenges
the credibility of the whole polling enterprise. Nowhere is this
more often the case than in election polling.
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C H A P T E R  F O U R

Inscrutable Elections

Presidential elections have long been high-stakes proving
grounds for pollsters. Ever since George Gallup used his 1936
results to demonstrate that his polling was superior to the
straw-poll methodology of the Literary Digest, the press has paid
close attention to the various polls’ final election predictions.
The assumption has always been that if polls can accurately
predict elections, then their numbers during the campaign 
and in nonelection periods will be valid as well. Usually, most
of the major media polls do predict the results of a presidential
election within a small margin of error. And every quadren-
nium, the National Council of Public Polls issues a self-
congratulatory news release about how well its members (the
major media polls) have performed in the presidential election
cycle. What that release doesn’t mention, and what the press
tends to overlook, is that the polls do an atrocious job during the
campaign, when polling results frequently conflict with one an-
other, and pollsters deliberately suppress important informa-
tion about the voters. The net result is that media polls often
present a highly misleading if not outright false picture of how
the candidates are faring and what voters are thinking. 
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months, and especially years, before a presidential election,
polls about hypothetical match-ups between potential candi-
dates have no predictive value for the general election, as poll-
sters will readily admit. What most pollsters won’t admit is that
such polls also offer virtually no insight into how the campaign
will unfold. Instead, pollsters blithely ask respondents who they
would vote for “if the election were held today” and then report
the results as though they provide real insights into the pending
campaign. 

Such was the case in December 2006, shortly after the
midterm elections, when two news organizations weighed in
with what would happen in the next national election, almost
two years away. A Newsweek poll discovered that if Hillary Clin-
ton, the presumed favorite among Democratic candidates, were
to be pitted against John McCain, the presumed favorite among
Republicans, Clinton would win by a 7-point margin, 50 per-
cent to 43 percent, with just 7 percent undecided.1 Four days
later, a Los Angeles Times/Bloomberg poll found McCain beat-
ing Clinton by a 14-point margin, 50 percent to 36 percent, with
10 percent choosing “other” and just 4 percent undecided.2 If
we take the results of these two polls seriously, it’s amazing to
envision that twenty-three months prior to the election, more
than nine in ten voters had already made up their minds about
which candidates to support. Even more amazing is the 21-point
swing in voting preference in just half a week among what were
supposedly decided voters. For some unfathomable reason, 
in the midst of their holiday shopping, with little news that
could account for such a massive shift in opinion, millions of
Americans who were intending to vote for Democrat Clinton
suddenly changed their minds and rallied around Republican
McCain. 

McCain, however, had little time to bask in his good for-
tune. A week later, a CNN poll found the race dead even, with
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each candidate receiving 47 percent of the vote, other candi-
dates receiving 4 percent, and just 2 percent undecided.3 Here
was either yet another massive shift in voter sentiment or a big
red flag that there was something massively wrong with the
polls. 

Remarkably, those were not the earliest readings of the
electorate’s intentions for the 2008 presidential election. By 
the 2006 midterms, virtually all of the major media polls had 
already tapped into the presumed long-term ruminations of 
the general electorate. The earliest was reported by a Fox News/
Opinion Dynamics poll in mid-November 2004, barely a week
after Bush’s reelection, showing Rudy Giuliani in a landslide
victory over John Edwards, 50 percent to 38 percent—and just
12 percent undecided.4

These results make clear not only how useless are the early
polls, but also how profound is the media’s abhorrence of the
undecided voter. Media pollsters will do everything they can to
beat such a voter into oblivion, so they can begin horserace cov-
erage long before the racetrack has even opened. But that is
only one side of the story. To hedge their bets, the media will
also admit that early polling numbers could easily change as the
campaign progresses. Yet even as they say many voters haven’t
made firm decisions, these same news organizations will pre-
sent poll results again and again that show only a small propor-
tion of undecided voters. 

In the spring of 2007, the Gallup editors provided a note-
worthy exception to the pattern of ignoring voter indecision. In
their analysis of “Where the Election Stands,” based on a
March poll, they noted that only 14 percent of voters said they
had made up their minds, whereas three-quarters of the voters
said they didn’t have a good idea of which candidate they would
vote for in 2008.5 These are perfectly reasonable numbers, given
how early it was in the election cycle. But looking at other poll
results, including those of an earlier Gallup poll, you’d never
know that so many voters hadn’t made a choice. In fact, Gallup
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had reported in July 2006, eight months earlier, that hypotheti-
cal match-ups between John Kerry and Rudy Giuliani and be-
tween Kerry and John McCain had in each case revealed only 
3 percent of voters undecided. 6 (Each of the Republicans won,
54 percent to Kerry’s 41 percent, with 2 percent of respondents
choosing “neither.”) 

So how were Gallup editors able to report an overwhelm-
ingly decided electorate both before and after the March 2007
poll revealed a mostly undecided electorate? By using the
phrasing that George Gallup had made an industry standard for
preelection surveys: How would the respondents in those polls
vote “if the election were held today”? Essentially the question
says to respondents, Ignore the fact that you likely don’t have
the slightest clue who you’ll vote for two years down the road—
we want to know which candidate you’re thinking about right
this minute. To the respondents who dare to volunteer that they
haven’t been thinking about any candidate, typically the inter-
viewer will follow up by asking if they “lean” toward any candi-
date, thus helping to reduce that awful “undecided” number. 
By contrast, in the March 2007 special poll, Gallup wanted to
know the true state of the electorate’s decision and therefore
asked specifically whether respondents had made up their
minds, not who they would support “today.” In that format,
large numbers of people told the simple truth: they hadn’t yet
decided. 

Contrary to the approach of this special Gallup poll, poll-
sters justify “forcing” the respondent to choose a candidate by
saying that tactic produces the most accurate election predic-
tion. People may think they are undecided, pollsters argue, but
in reality most voters usually at least lean toward a candidate,
and in the election they are more likely than not to vote for that
person. This is a dubious assumption for polls right before Elec-
tion Day, but for polls weeks and months before the election,
the notion that the forced-choice question produces good pre-
dictions is laughable. In fact, pollsters will always defend their
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polls when they don’t make accurate predictions by arguing that
the polls are just snapshots of the state of public opinion at one
particular time. But if that’s the case, early campaign polls
should tell us how many voters are undecided about the choice
they will make on Election Day. Pollsters can’t have it both
ways—arguing that their polls are only snapshots of one mo-
ment in time, while simultaneously airbrushing away the unde-
cided vote and claiming this tactic helps to predict the future.

Pollsters should also give voters more credit. When people
say they are undecided, especially a long time before an elec-
tion, they actually mean it. If pressed, as they are in polls, vot-
ers will name a candidate, because they are being cooperative
and playing the polling game, a game that requires active par-
ticipation in the form of an answer. Otherwise, why participate
in the poll in the first place? But for many respondents, these
forced answers reflect only the shallowest of preferences—if in-
deed they are preferences at all—influenced by the latest news
item, a passing comment from a friend, or even what name they
happened to have heard most frequently. Respondents know
that giving a response in the poll does not mean they are at all
attached to that view. That’s why pollsters acknowledge that
early survey results reflect mostly “name recognition” rather
than a serious choice by the voters. 

It was clearly name recognition that explains why the early
polls for the 2008 presidential campaign found John McCain
and Hillary Clinton as the “early front-runners” for their respec-
tive parties—they were simply better known than their com-
petitors. By the time the first nomination contest began in Iowa
in January 2008, the media had long since written off McCain’s
candidacy and crowned Giuliani as the dominant Republican
front-runner. The media still had Clinton as the Democratic 
favorite, but they would be shocked to discover in the five days
that included both the Iowa caucuses and the New Hampshire
primary that there was no Democratic front-runner. All those
early polls had been wrong.
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———
in june of 2007, I was disappointed to read the latest results
from a New Hampshire Primary poll, conducted by a Univer-
sity of New Hampshire colleague of mine, Andy Smith, direc-
tor of the UNH Survey Center, for WMUR-TV (a local station)
and CNN. Smith reported, among other findings, that just 2
percent of likely Democratic primary voters and 8 percent of
likely Republican primary voters had not made up their minds.
This was more than six months before the primary election, and
we both knew how ridiculous those figures were. It was clear 
to Smith and me, in part because of our own experience talking
with scores of well-informed voters in the state, that it simply
wasn’t true that 98 percent of the Democrats and 92 percent 
of the Republicans had made a meaningful choice. I suggested
that on the next poll he include a question up front about
whether the respondents had made up their minds and then 
ask the forced-choice question on candidate preference. That
would allow the news media to get “normal” horserace figures
but would also provide better insight into how committed vot-
ers were to their top-of-mind preferences.

Smith talked the idea over with CNN’s polling director,
Keating Holland, with whom I had worked collegially for years
when CNN was Gallup’s polling partner. Fortunately, Holland
liked the idea despite the fact that the new procedure would de-
viate from what other pollsters did and possibly would open the
network to criticism. He and Smith came up with a three-prong
question: “Have you definitely decided who you will vote for in
the New Hampshire Primary, are you leaning toward someone,
or have you considered some candidates but are still trying to
decide?” That seemed to describe the way most people viewed
the status of their voting decision, but still there was a concern
that by asking the question before the candidate preference
question, the stated preferences might be affected in a way that
would make it impossible to trend with previous polls. Ulti-
mately, Smith and Holland deemed the risk to be low (as did I,
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though my vote didn’t count), and that the new “undecided”
question could potentially be quite useful in providing another
newsworthy dimension to voters’ opinions. 

When Gallup had asked its “undecided” question up front
in March 2007, it was on a special poll that did not ask the stan-
dard candidate preference question. Like Holland and Smith,
the Gallup editors had been concerned that if interviewers
asked the standard vote preference question (“if the election
were held today”) after the “undecided” question, the results of
the preference question might be affected by the fact that so
many respondents would have just admitted that they were un-
decided. Would that cause respondents to back off from saying
whom they would support “today,” if they had just admitted
they hadn’t made up their minds whom they would support on
Election Day? Apparently not, as Smith and Holland were to
discover. 

In July, the CNN/WMUR-TV/UNH Survey Center poll
asked whether respondents had made a decision about the pri-
mary election, and then asked the standard vote question.7

The responses to the first question showed that just 7 percent
of Republicans and 10 percent of Democrats said they had
definitely decided on their vote, whereas about a fifth of Re-
publicans and quarter of Democrats leaned toward a candidate.
That left a stunning 71 percent of Republicans and 64 percent
of Democrats saying they were completely undecided. That a
substantial majority of voters were undecided on whom they
would ultimately support did not prevent them from giving a
top-of-mind answer on the standard question of their choice 
for president if they had to vote “today.” Just 9 percent of Demo-
crats and 12 percent of Republicans expressed no opinion on
that question. 

The same approach was used in the next two months, and
the September results seemed to confirm that support for Clin-
ton was growing. Based on the standard vote-choice question,
she led Barack Obama in New Hampshire by more than 2 to 1,
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43 percent to 20 percent, with the other candidates trailing far
behind. Only 11 percent of voters were undecided, assuming
the vote were held “today.” The news media referred to Clin-
ton’s “solid” or “commanding” lead in the state, giving the im-
pression that the election was all but over. However, based on
the “undecided” question, the poll also showed that 55 percent
of Democrats had still not made up their minds, and just 17 per-
cent had “definitely” decided which candidate to support. That
information was barely mentioned in most news stories, if at all,
in part because it seemed to contradict the vote-choice ques-
tion. How could more than half of the electorate be undecided
if nine of ten voters expressed a preference? The problem was
even more acute on the Republican side, where 66 percent of
voters were listed as undecided, though the horserace figures
also showed nine of ten voters choosing a candidate. Given the
apparent contradiction, the news media emphasized the horse-
race numbers and ignored the undecided vote.

The results could have been reported in a way that would
highlight the electorate’s uncertainty. In figure 7, the actual re-
port of the poll results is shown on the left, with an alterna-
tive—but more relevant—depiction on the right. The horserace
figures on the right reflect the preferences only of voters who
said either that they had definitely decided which candidate to
support or that they were leaning toward supporting one of the
candidates. The 55 percent who said they were still considering
the candidates are classified as the undecided group. According
to these results, Clinton still enjoyed a lead over Obama, but 
by 14 points (24 percent to 10 percent) rather than 23 points.
More important, these results more accurately reflected the
true nature of the public’s views at the time and demonstrated
why Clinton’s lead was neither “solid” nor “commanding.” With
more than half the electorate still thinking about their vote
choice, a 14-point lead could easily disappear (see fig. 7).

The same pattern occurred in reporting the Republican
data. As late as November 2007, Mike Huckabee was written
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off as a serious candidate because he was getting only 5 percent
of the vote in New Hampshire. The CNN/WMUR-TV/UNH
Survey Center poll showed Mitt Romney with 33 percent, 
McCain with 18 percent, and Giuliani with 16 percent. Even
dark horse conservative candidate Ron Paul, at 8 percent, was
doing better than Huckabee. It appeared as though there was
no hope for the Arkansas governor. But the first question in 
the poll also showed that just 15 percent of Republicans had
“definitely” made up their minds and that 55 percent hadn’t
made even a preliminary choice. Television commentators
seemed shocked in early December when Huckabee suddenly
broke into the top tier of Republican candidates, with one pun-
dit exclaiming, “He came out of nowhere!” It’s times like these
when the news media get hoisted on their own petard—after
concealing the undecided vote, they’re blindsided when voters
finally make real choices.

One of the ironies of the experiment with the CNN/
WMUR-TV poll is that CNN initially ignored the results of 
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the “undecided” question. As a regular viewer of Wolf Blitzer’s
The Situation Room, I was dismayed to see no mention of the
large percentage of undecided voters in New Hampshire when
the poll results were announced in September. Then in early 
November, the UNH Survey Center conducted a poll for the
Boston Globe, which included the same “undecided” question
before the standard horse-race question, and with similar re-
sults. But unlike CNN, the Globe treated the figures seriously,
with the headline: “Romney, Clinton Ahead, Vulnerable in
N.H. Poll: Race Still Open, Analysts Say.” The opening one-
sentence paragraph reiterated that Romney and Clinton were
front-runners but added that “vulnerabilities that could erode
their support among voters in the weeks ahead.” The next para-
graph gave the horse-race figures, and the third paragraph in-
formed the voters that “the primary contest in both parties
remains highly fluid—just 16 percent of likely Republican vot-
ers said they had definitely decided whom to back; among likely
Democratic primary voters, only 24 percent are firm in their
choice.”8 For some reason, that finally got Wolf Blitzer’s atten-
tion. He showed the Globe’s poll results on his program, ex-
pressing amazement at how fluid the vote was. Had he paid
attention to the results of CNN’s own poll a month and a half
earlier, he could have scooped himself.

Surveying under a Lamppost

At the end of January 2008, just after Rudy Giuliani finished a
poor third in the Florida primary and withdrew from the presi-
dential contest, the New York Times published an analytical ar-
ticle with the headline, “For Giuliani, a Dizzying Free-Fall.”9

The authors recounted how his campaign “took impressive wing
last year,” that “voters seemed to embrace a man so comfortable
wielding power, and his poll numbers edged higher to where 
he held a broad lead over his opponents last summer.” So what
happened? The polls were wrong. Giuliani never was the front-
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runner. The authors of the Times article seemed to recognize
that possibility. “Perhaps he was living an illusion all along,”
they wrote. Perhaps, indeed.

Hillary Clinton and her supporters were living a similar il-
lusion. The polls showed her as the front-runner among Demo-
crats nationally, holding a commanding lead that ballooned to
more than 20 points. A Gallup news release as early as May 2007
noted that she was “solidifying” her lead among Democrats.10 In
the period leading up to the Iowa caucuses, many political ob-
servers noted that she was running a national campaign against
Giuliani, as though she were already the Democratic nominee
and he the Republican opponent in the general election. That
strategy proved a bit premature as her so-called solid lead evap-
orated immediately after she lost to Barack Obama in Iowa.
Once again, the news media wondered, what happened? And
once again, the answer was: the polls were wrong. 

The problem with the apparent front-runner status of both
Giuliani and Clinton is that it was based on national polls of Re-
publicans and Democrats, respectively. These are people who
don’t vote—at least not all in the same primary election, and
maybe not at all. The fact is, there is no national primary. And
there is no national primary electorate. Whether candidates will
do well in the contest for their party’s nomination depends ini-
tially on their electoral support in the early caucuses and pri-
maries, which are all state elections held at different times and
with different candidates (since the less successful candidates
drop out of the later state contests after doing poorly in the early
ones). Polling a national sample of Democrats and Republicans
reveals nothing about the dynamics of the state-by-state nomi-
nation contest. If pollsters want to measure the actual strength
of candidates’ support, they have to poll in each state sepa-
rately—in Iowa, New Hampshire, Nevada, and South Carolina,
among the states to hold the earliest elections. That approach
is expensive, and the results often ambiguous, because voters
are notoriously undecided in the early election contests and be-
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cause it’s never clear how much influence a victory in one state
will have on the electoral fortunes of candidates in other states.

The ambiguity of the candidates’ relative strength in the
early part of a presidential election campaign is a nightmare for
journalists, who cover the presidential elections like they cover
sports. They need to know who is winning and who is losing,
and who might surge and who might collapse. So pollsters long
ago helped simplify the process by introducing a wholly ficti-
tious entity—the national primary electorate. This is a conven-
ient fiction, because the major media polls routinely conduct
national polls on other issues. All they have to do to create 
that fictitious national primary electorate is ask Republicans
and Democrats in their national samples which candidates they
support for their respective party’s presidential nomination.
And voila! They can cut through all the complexity of the serial
state elections by discovering what the made-up national pri-
mary electorate has to say. 

Once the preferences of this fake electorate are measured,
the numbers have a life of their own—no matter how irrelevant
they are for describing the state-by-state electoral strength of
the candidates. More important, those numbers are accepted
as truth, even by people who should know better. It’s an amaz-
ing tribute to the power of those poll-generated fabrications
that Giuliani, who in the fall of 2007 didn’t lead in any of the
early contests—not in Iowa, or Wyoming, or New Hampshire,
or Michigan, or South Carolina—could be considered the 
dominant Republican front-runner. Or that Clinton, who had
trailed John Edwards in Iowa for months and was at best com-
petitive in the later preelection polls in that state, would be
credited with having a “solid” lead.

there is a second way in which those national polls of 
Democrats and Republicans don’t tell the truth. Candidate
preferences are all measured using the forced-choice question
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“Who would you vote for if the election were held today?” which
we know manipulates respondents into coming up with a
choice even if they haven’t made a decision. When the national
polls were taken in the late fall of 2007, the vast majority of party
members nationwide had not been paying close attention to the
election campaign and thus were even less committed to any
one candidate than were the voters in Iowa and New Hamp-
shire. By the late fall of 2007, the voters in those two states had
all been exposed to extensive campaigning by the presidential
candidates, and voter attention was relatively high. Still, as the
UNH Survey Center poll showed, about half of the voters in
each party primary in New Hampshire were still undecided.
Consider how many more people would be undecided in the
rest of the country, where voters had not been exposed to the
intensive campaigning seen in Iowa and New Hampshire. 

That fact was made abundantly clear in late November
2007, when a special Gallup poll asked its “undecided” question
of Democrats and Republicans nationally, before asking which
candidate respondents would support for their respective
party’s presidential nomination.11 For several months leading
up to that poll, Gallup and the rest of the media polls had been
showing Giuliani with a sizable national lead over all of his 
Republican opponents. But the Gallup poll in late November,
which explicitly measured how committed voters were to any 
of the candidates, showed that the fictitious electorate was not
nearly as engaged as poll results suggested.

A side-by-side comparison of Gallup’s mid-November poll
with its special late November poll finds two different worlds
(see fig. 8). The standard Gallup horse-race question in mid-
November found Giuliani with a 9-point lead over second-place
Fred Thompson, 28 percent to 19 percent, with McCain getting
13 percent of the vote, Romney 12 percent, Mike Huckabee 10
percent, Ron Paul 5 percent, the rest 5 percent, and just 8 per-
cent undecided. The special Gallup poll two weeks later, when
one would expect to find more voters committed to a candidate,
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revealed that 74 percent of Republicans nationwide had not
made a decision, and that none of the candidates got more than
5 percent of the vote. Giuliani was not the front-runner—no
one was. Had pollsters been willing to measure the undecided
vote, they could have reported how little support any candidate
had at that time rather than perpetuate the fiction that Giuliani
was the man to beat.

The comparable figures for the national Democrats showed
Clinton as a front-runner, but with only 18 percent of the vote,
compared with 7 percent for Obama, 4 percent for Edwards, 
1 percent or less for the other candidates—and 69 percent un-
decided. With so many voters sitting on the fence, it was clear
that Clinton’s national lead was far from solid. Several weeks
later, when Obama won the Iowa caucuses, the phoniness of
that lead was exposed for all to see. 

i believe that in their heart of hearts, most media pollsters re-
alize that the national primary electorate is bogus. What they try
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to do is put a positive spin on what is a convenient, if meaning-
less, exercise. A prime example comes from the Washington
Post pollsters in an article showing Giuliani and Clinton as the
early front-runners as early as December 2006:12

These early poll results largely reflect name identification among

the field of candidates, which includes several political celebri-

ties and many others who remain generally unknown to people

outside their states. As a result, hypothetical matchups are often

poor predictors of what will happen once the primary and cau-

cus season arrives in early 2008, and as voters learn more about

where candidates stand on important issues.

Translation: The national primary polls are worthless. Of
course, that can’t be the pollsters’ official position, or there
would be no justification for doing the polls. So, having just said
their own poll results don’t provide much of a predictive insight
into what will happen in the primary season, the authors reverse
course in the next sentence to say, “But the findings provide
early clues to the shape of the presidential nomination battles.”
They want it both ways—to acknowledge what experience tells
them, that the polls don’t provide much insight as to what might
happen; but also to justify doing the polls anyway because they
provide “early clues” about the primary season. The two state-
ments are contradictory, and the proof is in the clues they
touted: that the Republican field would be dominated by Giu-
liani and McCain, and that Clinton was the dominant, even
overwhelming, favorite among Democrats. The actual situation
as the primary season was about to begin, just two weeks before
the Iowa caucuses and three weeks before the New Hampshire
primary, was quite different from what the clues suggested.
Mike Huckabee and Mitt Romney were the candidates to beat
on the Republican side, not Giuliani and McCain, although
they were still in the hunt. For Democrats, no single candidate
dominated the race, as Clinton, Obama, and Edwards were all
competitive in Iowa. 
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The Post’s polling partner at ABC, Gary Langer, made an
even more forceful argument in favor of national primary polls.
Writing in July 2007, he pointed to a letter from an unnamed
colleague who argued that national surveys about the nomina-
tion are “close to meaningless,” because they measure national
preferences in what is really a series of state caucuses and pri-
maries. That, of course, is my argument as well. Langer ac-
knowledged the criticism—“It’s a fair complaint, and a serious
one”—but argued that ABC asks the horse-race question pri-
marily for context, “to see how views on issues, candidate at-
tributes and the public’s personal characteristics inform their
preferences.”13 The problem here is that if the views people ex-
press have no bearing on the process, who cares what factors in-
fluence the irrelevant preferences of a fictitious electorate?
More important, both ABC and its polling partner, the Wash-
ington Post, use the numbers in their news coverage not pri-
marily for “context,” but to characterize who’s ahead and who’s
behind. Both news organizations continually referred to Giu-
liani and Clinton as the front-runners based on results from 
the national polls. One example from ABC was the October 3,
2007, headline “Clinton Advances, Strong in Base; Giuliani’s
Lead Has Less Oomph.” The story was all about the leaders 
in the national poll and why they enjoyed significant electoral 
advantages. 

ABC was not alone. Virtually all political observers were de-
luded by the polls of national Democrats and Republicans.
There was hardly a journalist or political commentator or even
a pollster during the fall of 2007 who didn’t refer to Giuliani as
the front-runner, while frequently treating Clinton as though
she were the de facto Democratic nominee. If these national
polls were not to be taken as predictive of these candidates’
electoral success in the primaries, then the pollsters didn’t take
their own advice.

In a September 2007 column, CBS’s polling director, Kath-
leen Frankovic, addressed the issue, but with more caution.14
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She acknowledged that the lesson she had learned from past 
experience was “not to put too much trust in national polls as
predictors of primary outcomes.” But she, like Langer, still 
argued that the national polls provided the means to look at 
underlying factors—to compare differences between the gen-
eral population and possible primary voters, and to “gather 
clues about the possible composition of the primary electorate.”
Again with those clues. The obvious response is that if pollsters
want to show how primary voters differ from the general public
and what factors influence their candidate preferences, poll-
sters should conduct polls in the early state contests, not 
poll people nationally who haven’t even thought about the can-
didates. 

In early December, almost as a testimony to the meaning-
lessness of the national primary polls, three major media or-
ganizations reported starkly different pictures of Clinton’s
front-runner status in the national primary electorate. All 
three were conducted within the time frame of December 5
through 9, precluding timing as a factor in the differences.
CNN showed Clinton leading Obama by 10 points, CBS and
the New York Times reported Clinton with a 17-point lead, and
ABC and the Washington Post had Clinton leading by 30 points.
Langer addressed the conflicting results, pointing to differ-
ences in the way each of the polls defined the national primary
electorates and managed their samples (the number of inter-
views concluded per night). He implied that the ABC/Wash-
ington Post poll may have been the most accurate because it
included an oversample of blacks, who tend to vote dispropor-
tionately for Clinton. But his final advice echoed his previous
cautions: “Cut back on fixation with the horse race and look at
the underlying evaluations.”15 Nice try—but shifting blame to
the readers for their “fixation with the horse race” was hardly a
defense for these disparate results. Besides, if the polls were
wrong on the horse race, why wouldn’t they also be wrong on
the underlying evaluations?
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———
the media’s insistence on conducting the national primary
polls is reminiscent of the joke about the drunk who lost his
keys down the block, but searched for them under the lamppost
because that’s where the light was. A similar impulse seemed to
be behind an announcement in late January 2008—just as Giu-
liani’s candidacy proved how foolish it was to make any predic-
tions based on a fictitious national primary electorate—that
Gallup was now conducting daily tracking polls of this very same
electorate, interviewing about a thousand Democrats and a
thousand Republicans nationally every day on their presidential
primary preferences. “These national numbers are a critically
important indicator of the political environment when voters 
in more than 20 states go to the polls next Tuesday,”16 wrote
Gallup’s Frank Newport. As it turns out, he was wrong. The
Gallup Poll’s national numbers showed Clinton up by 13 points,
when in fact on Super Tuesday Clinton and Obama received
about the same number of votes—essentially a dead heat. In re-
sponse to a blogger on pollster.com who noted the “egregious”
error, Newport quickly backtracked: “We never reported the
Daily Tracking results as projective of what would happen on
Super Tuesday.”17 It’s true he didn’t use those precise words,
but the words he did use—that the numbers constituted “a crit-
ically important indicator of the political environment” for 
Super Tuesday—hardly seemed more accurate. Then, three
weeks later, leading up to primaries in Texas, Ohio, Vermont,
and Rhode Island, Gallup ended up dueling itself. Its daily
tracking showed Obama leading Clinton nationally by 12 points,
whereas its new poll with USA Today, conducted over the same
period as the tracking poll, had Obama with only a 2-point lead
nationally. There was no clear explanation for this discrepancy.
As Mark Blumenthal noted on pollster.com, “Newport seems to
be stumped.”18

Gallup was not the only polling organization that kept
showcasing this fictitious electorate, though it certainly in-
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vested many more resources into this effort than did any other
organization. Virtually all of the major media polls continued 
to report on the national presidential primary preferences well 
after Super Tuesday, even though by that time, the nomination
contests were all about the actual number of delegates each
candidate was winning. In the same week that Gallup produced
two contradictory results about the national Democratic elec-
torate, two other national polls of Democrats also came up with
conflicting findings: the New York Times/CBS News poll re-
ported Obama leading Clinton by 16 points, whereas the AP/
Ipsos poll had Obama with only a 3-point lead.19 ABC’s Langer
suggested that one explanation for these otherwise incompre-
hensible findings was that “attitudes are simply unsettled.”20

Newport had a similar explanation: “There is a lot of volatility
out there among Democrats.”21 Well, yes. Probably. But then
the polls should have found large numbers of undecided re-
spondents—and they didn’t. However divergent their findings
on the candidates, all the polls agreed that just 5 percent to 6
percent of the respondents had not made up their minds. 

As these major media polls continued their mismeasure-
ment of the fictitious national primary electorates, it was hard
to fathom why anyone would take them seriously.

And the Winner Is . . . 

Following the 2004 presidential election, the National Council
on Public Polls posted a review of the final predictions of the
many polls that interviewed people up to a few days of the elec-
tion.22 According to the report, “The 16 national presidential
polls conducted in 2004 for the media had a very good year.”
Their average error on either of the two presidential candidates
was less than 1 percentage point (.9 percent). Eleven of the
polls had Bush ahead, four had Kerry in the lead, and one had
the race tied. In addition, there were 198 state polls measuring
presidential, gubernatorial, and U.S. senatorial races. The aver-
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age candidate error in those polls, 1.7 percent, was about twice
the average candidate error in the national polls but still quite
small. Overall, only 9 polls out of 198, about 5 percent, could be
considered “wrong.” And that is precisely what is expected ac-
cording to probability theory. Ninety-five percent of the polls
should be within the margin of error, 5 percent outside. 

Overall, this has to be considered a positive report on the
ability of polls to estimate election outcomes when the polls are
conducted close to Election Day. By that time, the standard
horserace question—who would the voter support if the elec-
tion were held today—comes close to congruence with reality,
since the election is almost “today.” 

Given the agreement of the polls in predicting the winners,
one could reasonably expect that different polls would give sim-
ilar readings in the weeks leading up to the November 2004
election. Yet a graph of eight of the major polls during the
month of September, after the two party conventions formally
nominated their presidential and vice presidential candidates,
tells a different story (see fig. 9). 
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At the end of August and into early September, the CNN/
USA Today/Gallup poll showed Bush with a lead of 2 percent-
age points, whereas the CBS/New York Times poll had Kerry 
up by 3 points. That is the smallest gap between the high and
low estimates of the different polls for September. The largest 
gap occurred in midmonth, with Pew calling the race as tied
and CNN/USA Today/Gallup saying Bush had a 14-point lead. 
After that point, Pew and Gallup went in opposite directions,
meeting each other at the end of the month with an eight-point
lead for Bush.

While most major polling organizations showed Bush ahead
by 5 to 8 percentage points by the end of September, the stories
they told about the electorate during the month varied wildly.
Gallup showed a big surge for Bush, then a slight decline. Pew
showed a bounce up, a bounce down, then a bounce up again.
Fox found no early bounce for Bush at all, and a consistently
close race. Like Gallup, Time had a big early surge for Bush, but
then saw his numbers fall to a much lower level. ABC recorded
a modest surge, but then little change thereafter. What, then,
to make of such conflicting numbers? “Anybody who believes
these national political polls are giving you facts is a gullible
fool,” wrote Jimmy Breslin of Newsday. “Any editors of newspa-
pers or television news shows who use poll results as a story are
beyond gullible. On behalf of the public they profess to serve,
they are indolent salesmen of falsehoods.”23

Contradictory poll results also occurred during the 2000
election campaign. In a postelection article, Pew’s Andrew Ko-
hut noted the fairly accurate predictions of the polls right be-
fore Election Day but also their poor performance during the
campaign. “But being accurate in the end,” he wrote, “did not
improve the image of polling in a campaign that was tarnished
by too many horse-race polls that confused rather than clarified
public opinion.”24 He went on to note the sharp fluctuations 
in results, especially with Gallup’s tracking poll, which he said
“produced loopy results that defied credibility.” Rich Morin of
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the Washington Post had earlier railed against Gallup and other
polls, noting that depending on which of nine major polls one
might read, George W. Bush was leading Al Gore by anywhere
from 3 to 20 points. “Already it’s been a silly season of statisti-
cal goofs and gaffes,” he wrote, “perpetrated in the name of
news by clueless journalists and the pollsters who accommo-
date them.”25

Neither Morin nor Kohut, however, zeroed in on the major
reason why there are fluctuations in the polls. They point to
quick polls with small samples, which necessarily mean larger
margins of error. And there is some truth to those charges. But
they ignore what I think is a far more pervasive factor—the way
media polls measure voters’ preferences. By forcing respon-
dents to choose a candidate in the interview, even though they
may not have made a decision, polls measure a “vote” that for
many people has no real meaning. The closer we get to the elec-
tion, the fewer the meaningless votes, which results in less fluc-
tuation. But in the meantime, the polls mislead us as to what
the electorate is really thinking—making the vote appear more
volatile than it really is, and completely ignoring the very real
fact that many people use the information generated by the
campaigns to come to a decision. In the twenty-one polls that
Gallup conducted between March and October 2004, the per-
centage of respondents who were recorded as being unsure 
varied between zero and 3 percent. If we believe Gallup, there
were virtually no undecided voters during the whole of the elec-
tion campaign, though there was tremendous fluctuation in the
recorded vote.

The contradictory picture that polls paint of a highly vola-
tile, though completely decided, electorate raises credibility
problems for polls more generally. Everybody knows many vot-
ers are undecided early in a campaign and then make up their
minds as election day nears. In 1996, Gallup departed from its
normal routine and asked up front whether voters had made up
their minds—the same question that was asked in March 2007.
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But in 1996 it was asked much later in the campaign, at the be-
ginning of September—even then, four out of ten voters said
they had not yet decided which candidate they would support.26

Yet, we never see anything like that number in the standard
polls reported by the media today. 

anybody who wants to know how candidates are faring during
an election will be hard pressed to find any polls that reveal the
truth about voter sentiment. They all use the forced choice for-
mat to measure candidate preferences and suppress any meas-
ure of indecision. Ultimately, that format will produce a fairly
accurate estimate of the election outcome if the question is
asked shortly before Election Day, because by that time most
voters have made up their minds. But in the weeks and months
and years before the election, these polls give a misleading,
even false, picture about the electorate. Regrettably, problems
that polls have in describing public opinion during election
campaigns are just compounded in polls about public policy.
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C H A P T E R  F I V E

Misreading the Public

The great promise of public opinion polls was not that they
would be able to predict election winners, but that they would
give voice to the people between elections. That at least was the
hope of George Gallup when he launched “America Speaks” in
the early 1930s, and it remains the universal vision of media poll-
sters today. The question from the beginning of modern polling,
however, has always been the same: How well do the polls
measure what people are thinking? Election predictions can be
checked for accuracy against the electoral results, but there is
nothing comparable against which to measure the accuracy of
the typical public policy poll. Pollsters try to establish their over-
all credibility by demonstrating how well they can predict elec-
tions, the assumption being that if they are successful there,
they must have good samples that represent the American pub-
lic on more general policy issues. That’s not necessarily a good
assumption, of course, since even in election campaigns the
polls are not especially reliable in describing the public mind.

Beyond the credibility of the pollster, there is another,
though still imperfect, way to assess the potential accuracy of a
public policy poll—whether or not it agrees with other polls
asking roughly the same question at roughly the same time. If
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they all agree, it doesn’t mean they are all right. They could all
be wrong in the same way. But if the polls disagree with one an-
other, we definitely know that at least one is inaccurate. Com-
parisons over the past several years suggest some real problems
with public policy polls, which are increasingly more likely to
confuse than they are to enlighten us about what Americans are
thinking.

One of the major problems is that opinions on public pol-
icy are more complex than those expressing a vote choice. A sin-
gle question will rarely suffice, because there are so many facets
of any given policy. Moreover, the policy may be so arcane, 
or the public so unengaged in the issue, that large numbers of
Americans have no opinion about it at all—a fact that media
pollsters generally do everything in their power to conceal.
Rather than allow respondents to freely acknowledge they don’t
have an opinion, pollsters pressure them to choose one of the
available options. Respondents in turn try to come up with
some plausible reason for choosing one answer over another. If
they don’t have much information about the issue, they pick up
cues from the way the question is framed or from other ques-
tions in the survey. The net result is that many respondents are
influenced by the questionnaire itself.

An extreme example of how drastically polls can manipu-
late public opinion occurred shortly after President Bush’s re-
election, when he announced that he would try once again to
have Congress pass legislation to permit oil drilling in Alaska’s
Arctic National Wildlife Refuge (ANWR). A national poll re-
leased by Republican Frank Luntz in January 2005, on behalf of
the Arctic Power interest group, found a public that supported
oil drilling in ANWR by a margin of 17 percentage points (51
percent to 34 percent). Yet in direct contradiction, a similar poll
conducted December 13 through 15, 2004, by John Zogby for the
Wilderness Society found the public opposed to oil drilling 
in ANWR, by the exact same margin (55 percent opposed to 38
percent in favor).1
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It seemed more than coincidental that the poll results hap-
pened to conform with the desires of the sponsoring organiza-
tions. And a look at the questionnaires shows how easy it was
to shape the findings into mirror opposites. Luntz preceded his
question on oil drilling with 13 questions that dealt with the cost
of oil and with energy dependence on foreign countries. By the
time the interviewer got to the question of exploring and devel-
oping oil reserves in ANWR, many respondents were primed to
solve the country’s energy needs by opening up that area to the
oil industry. Zogby, on the other hand, framed the issue in a less
biased way, asking only one question related to the oil industry
before the drilling question. But that one question helped pres-
ent the issue as an environmental matter, and in that context a
solid majority of the respondents opposed oil drilling.

A key to understanding how easy it was to manipulate re-
spondents into giving the desired answers is recognizing that
most people had little knowledge about ANWR going into the
survey. Eighty-seven percent of Luntz’s respondents, for exam-
ple, could not say where the Arctic National Wildlife Refuge 
is located—the same percentage could not accurately identify
even one word of the acronym ANWR. In addition, only 8 per-
cent said they knew either a lot or a good deal about the area.
Despite this lack of knowledge, only 7 percent of Zogby’s sam-
ple and 15 percent of Luntz’s sample declined to offer an opin-
ion. Clearly, information presented over the course of the
interview helped many respondents form an instantaneous
opinion. 

Although the contradictory results make it difficult to spec-
ify what the “true” state of public opinion was, there are some
useful indicators. Even a biased poll in favor of oil drilling 
found 34 percent opposed, and a biased poll opposed to oil
drilling found 37 percent in favor—suggesting a mostly divided
public, with a substantial proportion not having a deeply held
opinion. But there were no intensity questions, so we don’t
know how engaged the public was—how many people had a
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deeply held view compared with how many expressed top-of-
mind opinions. 

A Gallup poll in March 2005,2 just a couple of months after
the Zogby and Luntz polls, tried to get at that intensity dimen-
sion when it first asked a neutral question: “Do you think the
Arctic National Wildlife Refuge in Alaska should or should not
be opened up for oil exploration?” People were opposed 53 per-
cent to 42 percent, with just 5 percent unsure. The follow-up
question asked respondents if they would be upset if what oc-
curred was the opposite of what they had just said they pre-
ferred. The result was that 19 percent of respondents wanted oil
drilling and would be upset if it didn’t happen, 45 percent were
opposed and would be upset if it did happen, and 36 percent 
essentially didn’t care. Among those who cared, opposition to
the proposal was greater than 2 to 1, but there’s a catch. The
question was asked after numerous questions on global warm-
ing and on the ability of various government agencies to protect
the nation’s environment. In that context, the intense opposi-
tion measured by Gallup among its respondents might well be
greater than among the public as a whole.

Unlike the other two polls, the Gallup poll on oil drilling in
ANWR was not sponsored by a group with a vested interest in
the results. Having worked on that specific Gallup poll myself,
I can personally attest to the fact that we did not intend to bias
the results. The poll itself was part of Gallup’s monthly Social
Series surveys, which measure public opinion about various
matters regularly. In January of each year, for example, Gallup
devotes a poll to measuring the mood of the country, in Febru-
ary to public opinion on world affairs, in March to the environ-
ment, in April to the economy, and so on. Because there are 
so many questions related to the environment in the March
poll, it would be impossible not to ask some questions after re-
spondents had already heard several about the environment. 
Inevitably, the early questions will influence how some respon-
dents answer the later ones. Generally, the more questions on
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the environment, the more likely respondents are to give envi-
ronmentally positive responses as the interview continues. 

The Luntz and Zogby examples illustrate how pollsters are
often treated as guns-for-hire. In each case, the policy question
itself was neutral, but the questionnaire context of each poll
was manipulated to produce the desired results. Find the right
pollster, get the right answer. This is not to say that on every
topic, polls can produce whatever a sponsoring organization
might want. But on topics about which most people know very
little, enormous swings in results can easily be obtained by care-
ful questionnaire designs.

The Gallup example illustrates what’s wrong with most me-
dia polls that purport to measure an objective public opinion.
Though it did the measure the intensity of the expressed opin-
ions, it failed in several other areas. There was no attempt to
measure how much people knew about the issue, and the ques-
tion was posed in a forced-choice format. Whether avoidable or
not, the ANWR question was asked after several other ques-
tions about the environment, which clearly biased the answers
of respondents who had been unengaged on the issue before
the survey. And no attempt was made to discover why people
supported or opposed the oil drilling. George Gallup wanted his
polls to provide a guide for political leaders, but the results of
the Gallup poll in this case were hardly useful for that purpose.

New Democratic Congress and the Bush Surge

On February 13, 2007, members of the U.S. House of Repre-
sentatives debated a historic nonbinding resolution that would
soon put the House on record as opposing President Bush’s
troop surge in Iraq. The Speaker of the House, Democrat
Nancy Pelosi, who was guiding the resolution through the leg-
islative body, invoked the public on behalf of her cause: “The
American people have lost faith in President Bush’s course of
action in Iraq, and they are demanding a new direction.”3 The
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president, meanwhile, had begun the phased deployment of
21,500 more troops to Iraq, a move for which he similarly
claimed public support.

If ever there was a time for pollsters to help inform political
leaders as to what the public was thinking, this was it. The De-
mocrats had just stunned the nation by regaining majority con-
trol in both the House and the Senate, largely—though not
solely—on an antiwar campaign. In what can perhaps best be
described as an ironic interpretation of the election, President
Bush announced that he had listened to the voters, and what he
heard was that Americans wanted “change” in the war’s direc-
tion. So, he would effect that change by temporarily increasing
the number of U.S. troops in Iraq, a “surge” that would take
place over the next several months. The Democrats’ interpreta-
tion of the voters’ will was, understandably, at odds with the
president’s. After all, the exit polls showed that only 17 percent
of voters wanted to send more U.S. troops to Iraq, while 55 per-
cent wanted to withdraw some or all of the troops. Still, once
Bush decided to send more troops, the question for pollsters 
became whether or not the public now supported the congres-
sional Democrats in passing a resolution condemning the pres-
ident’s actions. Pelosi explained exactly what such a resolution
would mean: “No more blank checks for President Bush on
Iraq.” But would the public rally around what seemed to be a
promise to stop funding the troops in Iraq? 

The public opinion polls on this question offered little in-
sight (see fig. 10).4 Two polls by CNN found that a two-to-one
majority of Americans wanted to pass such a resolution.5 In
mid-January, the USA Today/Gallup poll also found a large ma-
jority in favor, but by a somewhat smaller majority.6 Then in
February, the USA Today/Gallup poll changed its wording and
found a mostly divided public, slightly leaning toward support.7

Two polls by CBS, one in late January and the other in early
February, found a deadlocked public.8

The differences in poll results weren’t due to timing, but 
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to question wording. CBS got virtually the same results in 
both January and February after asking identical questions 
in both polls. Likewise, CNN got essentially the same results
with the same question in two different polls in January.
Gallup’s two contradictory findings, on the other hand, came af-
ter a major change in wording between the first and second
round of questioning. Whatever the differences in wording, the
three polling organizations presented two conflicting results:
the public was either largely in favor of the resolution, or the
public was about evenly split.

Many critics felt that a nonbinding resolution was not suffi-
cient. Instead, if Congress wanted Bush to stop the war, then
Congress should just refuse to fund it—an authority granted 
by the U.S. Constitution. At the heart of the issue was what 
the public understood “stopping funding” to mean. Some peo-
ple thought it meant the troops would not have the clothes and
food and war supplies they needed to protect themselves, while
many others assumed that blocking funding would translate to
the troops returning stateside. Here too the polls provided scant
clarification of what the public was thinking (see fig. 11). CNN
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and CBS showed overwhelming support for withholding fund-
ing, whereas Gallup and AP/Ipsos reported the exact opposite.
Three other polls showed a public that was about evenly di-
vided. Once again Gallup had the distinction of producing two
very different results, as it again changed its question wording
between its mid-January and mid-February polls.9

The normal excuses for the differences—timing, question
wording, and question context—are hardly persuasive. There
were only slight, nonsignificant changes over time for the or-
ganizations that conducted two or more polls using the same
question wording, so timing cannot explain the contradictions.
A careful examination of the questions suggests some of the dif-
ferences are ascribable to question wording and question order,
especially for the two Gallup polls, but there is no obvious ex-
planation for the mirror opposite results of CNN at one end of
the spectrum and AP/Ipsos at the other end. It’s significant that
none of the polling organizations admitted that its poll was
wrong, though it’s obvious that some must have been. If the poll-
sters can’t or won’t tell us which numbers best reflect the pub-
lic will, political leaders certainly aren’t in any position to do so.

The truth is that probably none of the polls gave an accu-
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rate picture, because none examined what people believed 
it meant to block funding. Nor did the polls make it easy for 
respondents to say the question was too ambiguous and they 
didn’t have an opinion. Instead, in a rush job, the polls squeezed
the public to come up with opinions that ultimately told us lit-
tle about the public’s reaction to stopping funding.

A similar phenomenon occurred in the case of a proposal to
set a timetable for the withdrawal of troops from Iraq. The Bush
administration vehemently opposed setting any kind of a time-
table, but the Democrats in Congress insisted on making such
an effort. In March and April of 2007, five different polling or-
ganizations weighed in with their reports on the public will.
Where one organization conducted more than one poll asking
the same question, there were no significant differences from
one poll to the next, suggesting no change in the public’s mind
over a two-month period. But the results among polls from dif-
ferent polling organizations were not as consistent. 

CBS showed a large margin in favor of Congress’s setting a
timetable, by 32 points; whereas Gallup found a much smaller
margin of 22 points; NBC/Wall Street Journal, 19 points; and
Pew Research, 18 points. The ABC/Washington Post poll found
an almost evenly divided public, showing a 3-point margin in fa-
vor of timetables.10 Pollsters may point to the consensus among
four of the polls that a substantial majority was in favor of time-
tables, but the 14-point difference between CBS and Pew is far
greater than the polls’ margins of error. The two polls were
telling two very different stories. And then there’s the ABC/
Washington Post poll, contradicting the other four by reporting
a sharply divided public on the issue, rather than one that was
widely in favor of the timetables. 

These results illustrate another problem with the media
polls as they superficially try to cover a wide range of issues, all
the time forcing many respondents to come up with opinions
they haven’t fully developed. The issue of setting a timetable for
withdrawing troops was just one strategy for pressuring Bush,
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and not one that most Americans had necessarily spent much
time considering. If they did support the timetables—and we
don’t know for sure given the contradictory polls—it was un-
doubtedly more of a general support for scaling back the war 
in Iraq than a specific commitment to timetables. Ultimately,
given their lack of a super majority in the U.S. Senate and the
opposition of Republicans, congressional Democrats were un-
able to set meaningful benchmarks or timetables. As for what
the public wanted, that remains a matter of controversy among
the pollsters.

six months after President Bush pushed through the troop
surge in Iraq, Congress received a report from the U.S. com-
mander in Iraq, General David Petraeus, on the success of the
troop increase. It was working, he said: violence had declined.
He expected to be able to reduce the number of U.S. forces
back to pre-surge levels by the summer of 2008. Part of the
news story was public reaction to this report, but once again the
polls could not agree over what Americans were thinking. 

The sharpest difference came when the CBS/New York
Times poll arrived at the opposite conclusion from the USA 
Today/Gallup poll, even though both were conducted over ex-
actly the same time frame, September 14 through 16, 2007. The
CBS website ran the headline, “Poll: Most Say Bush Iraq Plan
Falls Short.” The opening sentence presented the gist of the
findings: “Most Americans continue to want troops to start
coming home from Iraq, and most say the plan President Bush
announced last week for troop reductions doesn’t go far enough.”11

By contrast, the Gallup website reported a more upbeat public.
“Gen. Petraeus Buys Time for Iraq War, but Not Support” was
the top headline, with a smaller headline that directly contra-
dicted the CBS findings: “Most Americans side with the level
and pace of Petraeus’ proposed troop reductions.”12

CBS arrived at its conclusion after telling respondents that
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the Bush proposal for reducing troops would bring the number
of U.S. troops to the pre-surge level by the summer of 2008. Af-
ter getting that information, 50 percent said more troops should
be withdrawn by that time, whereas 36 percent said the reduc-
tion was either the right amount or too great. Gallup told its 
respondents that Bush was adopting Petraeus’s recommenda-
tions for troop reduction but did not say what they were. Then
it asked whether the troop reductions were too little, about
right, or too much “based on what you have heard or read 
about this plan.” In this context, Gallup got the opposite of 
the CBS results—51 percent saying the reduction was about
right or too great, and 36 percent saying the reduction was too
small.

Here we have two of the most prestigious polling organiza-
tions in the country, employing state-of-the-art methods for
measuring the public mind, yet one found a large majority op-
posed to the size of the Petraeus force reduction, and the other
found a large majority in support. In truth, most respondents
probably knew little about the issues they were supposed to
judge, instead relying on what they were told in the course of
the interview to make snap judgments. The pollsters went along
with the charade, concealing public inattention to the matter
and pretending the opinion they had just measured precisely
described the American public. 

Sending Troops to War 

There are few actions by a government that are as profound as
sending troops into combat or deciding how long to keep them
in a war zone. But if political leaders were looking to the public
for guidance from 2003 to 2005, they didn’t find much help from
the ABC/Washington Post and CNN/USA Today/Gallup polls.
By amazing coincidence, the two polling organizations con-
ducted surveys in 2003, 2004, and 2005 that overlapped each
other in the dates of interviews and focused on the exact same
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topics, yet came to opposite conclusions each time as to what a
majority of Americans wanted to happen. 

In July 2003, the question was whether the United States
should participate in a peacekeeping force in Liberia. One
might expect large numbers of Americans to excuse themselves
from offering an opinion on the grounds that they didn’t know
why such troops would be needed in that country, but both me-
dia polls found few respondents willing to admit ignorance. The
ABC/Washington Post poll showed opposition to such a venture
by 10 points (51 percent to 41 percent), whereas the CNN/USA
Today/Gallup poll showed a 21-point margin in favor (57 percent
to 36 percent). Ironically, the only thing the polls agreed on was
a suspiciously small number of “unsure” respondents—8 per-
cent and 7 percent, respectively.13

In April 2004, the issue was whether Americans wanted 
to send more troops to Iraq. The ABC/Washington Post poll 
said they did, 54 percent to 44 percent, whereas Gallup and 
its polling partners reported the public as saying not only no,
but hell no! The tally was 62 percent opposed and 33 percent 
in favor.14

In June of 2005, the Iraq question was reversed: Did the
public want the United States to begin to withdraw troops from
Iraq? Gallup said it did, by a small majority (51 percent to 44
percent), whereas ABC/ Washington Post said the public was
definitely opposed by a substantial majority (58 percent to 41
percent).15

I should point out that in each case, the questions asked by
the polling organizations were somewhat different, and those
differences could probably help to explain why the polls came
to opposite conclusions. In the case of a peacekeeping force to
Liberia, however, it was probably more a matter of question
context. Before asking about Liberia, the ABC/Washington Post
poll asked several questions about the situation in Iraq, such as
whether American forces were getting bogged down there. It’s
quite possible by the time the interviewer asked the peace-

92 the opinion makers



keeping question, the unengaged respondent looking for cues
in the questionnaire was conditioned to look askance on mili-
tary ventures. No such questions preceded the Gallup question
on Liberia. 

Frank Newport, editor in chief of the Gallup Poll had a dif-
ferent perspective on the reasons for the different poll findings.
Writing in a blog, he noted:

There are other subtle differences between these questions, but

the bottom line is probably the fact that Americans know little

about Liberia. The Gallup Poll shows that only 10 percent are

following the situation there very closely, while 53 percent aren’t

following it closely. Opinions about sending in U.S. troops are

therefore very dependent on how the case is made in the questions

and what elements of the situation there are stressed to them [the

respondents].16

This was an unusually candid admission for a pollster to make:
that both ABC/Washington Post and the Gallup Poll essentially
manufactured the public opinion they reported. They “made
the case” for the issue differently in the two polls, and they
stressed different “elements of the situation,” giving rise to two
very different opinions—neither of which told the truth about
how little people knew and how unengaged they were from the
issue. 

Closer to Home 

While large numbers of Americans are not attentive to foreign
policy, and thus not likely to have formed meaningful opinions
about such issues, we would expect more people to be tuned 
in to domestic matters. And that’s certainly the case. Still, even
on issues covered widely by the press, many people are not in-
formed enough to make a reasonable judgment. That doesn’t
bother media pollsters, of course, who generally gloss over or
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outright conceal the public’s lack of attention to domestic poli-
cies in order to generate public opinion fodder for their news
stories. 

Since 1997, the federal government has been administering
the State Children’s Health Insurance Program (SCHIP),
which helps states pay for health insurance for children of low-
income parents who nonetheless make too much to qualify for
Medicaid. In 2007, a new bill would have renewed the program
and expanded it to cover about 3.8 million more uninsured chil-
dren at a cost of $35 billion over the next five years. The expan-
sion would be effected by raising the limit of income a family
could earn to qualify, and the cost was to be covered by an in-
crease in the cigarette tax. President Bush vetoed the measure
because he said it was a step toward socialized medical care,
and he insisted that the program would encourage parents who
could afford insurance to use SCHIP instead. 

The issue seemed to be one that could affect the presiden-
tial election—if not in the primaries, then at least in the general
election. And so it was no surprise that several media polls de-
cided to measure the public’s reaction to the proposal. 

It is a complex policy, so it would not be unwarranted to
find out how much people knew about the proposal before ask-
ing them whether they favored or opposed it. But of the four
media polls that measured the public’s views on this issue in
late September and October of 2007, only Gallup included a
question that measured attentiveness. The Gallup poll showed
that about half of the public was not following the story and that
just 17 percent said they were following it very closely. No doubt
most pollsters suspected at the outset that relatively few people
would know the details of such a complex policy, yet they de-
cided against measuring and reporting ignorance. 

The low level of public attention meant that the polls had
to feed respondents information about the proposal if they were
going to come up with something newsworthy. And indeed,
they all did tell respondents something about SCHIP. The only
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trouble was, they all fed respondents different information and
consequently wound up with wildly varied results (see fig. 12).

In fact, there were four different readings of the public’s
views on SCHIP, three showing large margins in favor of ex-
pansion, and one poll showing a clear majority in opposition.17

The CBS results were the most positive, showing 81 percent in
favor, followed by 71 percent found by the ABC/Washington
Post poll, 61 percent by CNN, and 40 percent by Gallup. A
close reading of the specific questions can help explain some 
of the differences among the polls, but the major conclusion is
that each poll provided a reading that was significantly different
from every other poll. If these polls had been measuring the
horse race in a political campaign, all would have been tossed
out as garbage. They weren’t garbage, of course. Each provided
some kind of insight into public opinion, or at least what that
opinion might be if all Americans were informed about the is-
sue in the exact same way that poll respondents had been. 

The CBS poll, for example, was the tersest in its explana-
tion, saying that a government program currently provided
health insurance for “some low-income families,” before asking
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if respondents would favor expanding the program “to include
some middle-class uninsured children.” That sounded so posi-
tive—with no mention of cost, for example—that it’s surprising
anyone said no. 

Gallup, by contrast, fed its respondents much more infor-
mation. It first described the bill as one that “would increase the
number of children eligible for government-subsidized health
insurance.” “Government-subsidized” has a pejorative connota-
tion, just as “welfare” sounds more negative than “assistance to
the poor.” It’s surprising that Gallup used this terminology, be-
cause the editors there are typically very conscientious about
avoiding such inflammatory language. Also, whereas CBS did
not mention the partisan divide, Gallup noted that “the De-
mocrats want to allow a family of four earning about $62,000 to
qualify for the program, while President Bush wants most of the
increases to go to families earning less than $41,000.” Which
“side,” Gallup asked, did respondents favor—the Democrats’ or
the president’s? Later, critics pointed out that the information
was highly selective and misleading, not mentioning the num-
ber of uninsured children who would be helped and implying
the Democrats wanted most of the assistance to go to families
earning $62,000 a year, which wasn’t the case at all. 

CNN also emphasized the partisan conflict, noting that
“President Bush vetoed a bill passed by Congress that would
create a program to spend $35 billion to provide health insur-
ance to some children in middle-income families.” Did the re-
spondents want Congress “to create that program by overriding
Bush’s veto” or to “block that program by sustaining Bush’s
veto?” The question implied that overriding the veto would 
“create” a new program and that Bush wanted no program,
when in fact he was opposed only to the expansion of an exist-
ing program. But after hearing the issue cast as a partisan
conflict, most people wanted to override the veto.

Like the CBS poll, the ABC/Washington Post poll men-
tioned nothing about the conflict between Democrats and the
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president. It told respondents the proposal would increase
funding by $35 billion over the next five years and would be paid
for by raising the cigarette tax. The question also noted that
supporters claimed the program would provide insurance for
millions of low-income children, whereas opponents said the
program would cover children in families that could afford in-
surance. Mentioning the cost no doubt elicited a lower level 
of support than what CBS reported but still higher than what
CNN found when it emphasized partisan conflict. And ABC/
Washington Post, like CNN, implied that the choice was be-
tween the whole program (including the expansion) and no pro-
gram rather than a choice between the current level of support
and a higher level.

Because only Gallup showed majority opposition to the pro-
posed expansion of SCHIP, its numbers prompted a flurry of
blogging and an essay on the website pollster.com from Emory
University political science professor Alan Abramowitz about
the “biased” wording of Gallup’s questions.18 Abramowitz wrote
that he preferred the ABC/Washington Post poll wording, but
he neither addressed the shortcomings of that question nor
mentioned the fact that feeding any information to respondents
taints the samples. Gallup’s senior editor, Lydia Saad, wrote a
response to Abramowitz’s criticism acknowledging that the
Gallup question mentioning the different income levels could
have “confused the respondents,” but she added that none of
the polls, in her view, did an adequate job of probing what the
public really wanted. Although noting that only about half of
the public was paying some attention to the issue, she main-
tained that “Americans clearly have some opinions worth tap-
ping,” and concluded that the challenge to pollsters “is to probe
further for a more thorough and accurate understanding of
whether Americans would rather have the existing program that
covers families earning up to twice the poverty level, or whether
the program should be expanded to include families earning
more than that.” 
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She was right, of course. None of the polls (including her
own organization’s) made that distinction about the choice 
between the current SCHIP and the proposed expansion of
SCHIP, which was at the heart of the controversy. More im-
portant, none of the polls could legitimately claim to represent
the general public because each poll fed its respondents se-
lected information, which the general public did not have. The
real public, where only half of Americans knew anything about
the program, wasn’t represented in these polls at all. 

abortion is one of the most fiercely and frequently debated
social issues in the United States, so one might expect that
most people would have an opinion on it, and probably a strong
one at that. But even on this highly divisive issue, pollsters dis-
agree on what Americans want.

The question in recent years has been whether it should be
easier or more difficult for women to obtain an abortion.19 It
only complicates the issue further when we get conflicting pub-
lic opinion data on abortion not only from different polling or-
ganizations, but even from the same one. When Pew Research
was polling for its religious forum in July 2006, it found only 
31 percent who said abortion should be generally available,
whereas 66 percent wanted to make it more difficult for women
to obtain an abortion. Of that 66 percent, 11 percent favored a
complete ban on abortions, 20 percent wanted stricter limits 
in general, and 35 percent favored a ban with exceptions only in
cases of rape, incest, and danger to a woman’s life. 

Yet four months earlier, when Pew was polling for its gen-
eral news release, which was not part of its religious forum, it
found that only 37 percent favored making it more difficult for
a woman to get an abortion and that 56 percent were opposed.
The question wording was different in the two polls, and al-
though one might reasonably attribute the differences in results
to the framing of the questions, the net result is that Pew pro-
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duced two highly contradictory results within a very short pe-
riod of time, with no accompanying explanation as to which was
the more valid reflection of the public will. Clearly both could
not be right.

In the same time frame, Harris found that 40 percent fa-
vored making it more difficult to secure an abortion and that 55
percent were opposed. A CBS/New York Times poll in January
2006 found that 60 percent wanted access to abortion to be
more limited and that 38 percent held the opposite view. 

These results suggest that even on an issue which has re-
ceived an overwhelming amount of news coverage over many
decades, many people have not formed a stable opinion (see fig.
13). The issue is just not salient to such people, and they may
be especially susceptible to being influenced in their poll re-
sponses by the questionnaire itself. But media polls typically
make no effort to differentiate between people who have
strongly anchored views on the issue and people who do not.
Who will tell the country’s political leaders which of these pic-
tures is the one they should respect? And which of its conflict-
ing results will Pew stand by?
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There are countless other examples of media polls misrep-
resenting the public because they force people to express opin-
ions that are neither well informed nor deeply held. After
Bush’s reelection, dozens of polls showed wildly different opin-
ions about the president’s proposal for private retirement ac-
counts funded from Social Security payroll taxes. Gallup alone
found opinion ranging from a 28-point margin of support to a 15-
point margin of opposition, depending on the way the question
was asked. In January 2005, the ABC News/Washington Post
poll reported the public in favor, 54 percent to 41 percent, of a
plan that would reduce the rate of Social Security growth but
allow a stock market option. In the same month, a Wall Street
Journal/NBC News poll reported the public opposed, 56 percent
to 33 percent, to a plan that would gradually reduce guaranteed
Social Security benefits in exchange for workers’ being allowed
to invest some of their Social Security payroll taxes in the stock
market. Though the plans were phrased in similar terms, one
poll found a 13-point margin of support, the other a 23-point
margin of opposition.20 Again, most people simply didn’t know
much about the issue, and forcing them to come up with an
opinion in an interview meant that different polls ended up
with contradictory results.

Even on matters that are very personal, on which pollsters
may think that most people have formed some opinion, it’s pos-
sible to influence attitudes. In December 2003, for example, a
CBS/New York Times poll reported that Americans supported 
a constitutional amendment to ban same-sex marriages by a 
15-point margin, whereas the highly respected Annenberg Cen-
ter at the University of Pennsylvania found Americans oppos-
ing the amendment by a 12-point margin.21 It doesn’t take a
math whiz to figure out that both polls couldn’t be right.

collectively, these examples call into question the validity
of so many polls that claim to measure what the public is think-

100 the opinion makers



ing. By manipulating Americans who are ill informed or unen-
gaged in policy matters into giving pseudo-opinions, pollsters
create an illusory public opinion that is hardly a reflection of 
reality. How often do media polls misread Americans on public
policy matters? The answer, unfortunately, is almost always. 
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C H A P T E R  S I X

Damaging Democracy 

No one can doubt the enormous power of media polls in Amer-
ican politics today. They are so widely viewed as revealing the
will of the public that it may seem blasphemous to charge them
with undermining American democracy. But the truth is that
most of today’s polls claiming to measure the public’s prefer-
ences on policy matters or presidential candidates produce dis-
torted and even false readings of public opinion that damage
the democratic process. That was the case with the supposedly
overwhelming public support for war prior to the invasion of
Iraq, which I described in the beginning of this book. The spe-
cial Gallup poll that scratched beneath the surface of people’s
whims found that the American public was in reality evenly di-
vided—about three in ten favoring war, three in ten opposed,
and the rest not caring one way or the other. Most polls did 
not report this truth about public opinion because they refused
to measure the degree of uncertainty and apathy that existed
among Americans. This even split among people who cared
about the issue existed despite overwhelming pro-war news
coverage and repeated reports of a hawkish public. Politicians
who might have opposed the invasion or at least have de-
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manded more evidence to justify a preemptive attack simply
caved in to the media-created illusion of a nation gripped by 
war fever. 

The Legitimacy Spin Cycle 

It’s crucial to recognize that the role polls play in serving the
media’s power bias is to provide closure to a cycle that legit-
imizes the policies of those in power. The cycle began, in the
case of Iraq, with White House efforts to build a case for war
starting almost immediately after 9/11. Subsequent events have
shown those efforts to be replete with duplicity, including fake
evidence suggesting weapons of mass destruction and an im-
minent threat from Iraq, along with repeated fear-mongering 
by various members of the Bush administration. The press then 
reported the “news” almost solely from the perspective of those
in power. 

In principle, reporters should seek numerous sources of in-
formation to present a wide variety of viewpoints, but in prac-
tice they rely mostly on government sources. That is particularly
true with matters of foreign policy and war. The New York
Times and the Washington Post later acknowledged that they
should have given more coverage to opposing points of view
during the run-up to the Iraq war, but at the time they and al-
most all of the other major news media organizations essentially
acted as megaphones for the administration’s viewpoint.1 The
Knight-Ridder chain was a major exception—the chain’s thirty-
one newspapers, including the Philadelphia Inquirer, the Miami
Herald, and the Detroit Free Press, did in fact take a “hard 
look at the administration’s justifications for war.” Unfortu-
nately, with no papers in New York City or Washington, D.C.,
Knight-Ridder’s critical coverage was generally ignored by other
mainstream media.2 What most Americans saw in the news,
therefore, was pretty much only what the administration
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wanted them to see. According to the media watchdog group
Fairness and Accuracy in Reporting (FAIR), in the three weeks
before the U.S. invasion of Iraq, only 3 percent of U.S. sources
on the evening news of PBS and the five TV networks—ABC,
CBS, CNN, FOX, and NBC—expressed skeptical opinions
about the impending war.3

Overwhelmingly, the media’s sources favored the invasion
of Iraq, despite considerable disagreement among many experts
outside the administration who saw major moral and logistical
problems behind a preemptive strike, as well as a dearth of ev-
idence that would justify it. After giving readers and viewers
skewed reasons for such a serious undertaking, the media then
conducted their polls to measure the public’s top-of-mind reac-
tion and discovered—surprise!—widespread support for the
war. This gave the administration’s position the stamp of pub-
lic approval and completed the legitimacy spin cycle. In the
case of the Iraq war, the cycle was more than a onetime series
of events. The steady drumbeat of the polls, with their repeated
illusions of war support, helped perpetuate the cycle by creat-
ing a national political climate that made it increasingly difficult
for either the press or politicians to question the administra-
tion’s push for war. 

By the standards of today’s journalism, reporters are un-
likely to question the assertions of the president’s administra-
tion outright, no matter how suspect those assertions might
seem. Instead, to appear balanced, reporters need to interview
sources outside the administration, typically members of the
major opposition party. But as media scholar Lance W. Bennett
and his colleagues note, “As the Democrats contemplated the
spectacle of a well-spun media against the backdrop of a nation
whipped to a patriotic frenzy, the impulse to raise critical ques-
tions or challenges to the impending war may have seemed po-
litically suicidal.”4 This reluctance of Democrats to criticize the
president in turn “deprived reporters of opposition voices to
quote, and of hearings to cover.”5
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Had opinion polls shown the reality of a divided public,
with a large number of Americans either unconvinced or un-
concerned about the reasons for going to war, the national po-
litical climate almost certainly would have been quite different.
It’s likely that more congressional Democrats would have had
the courage to raise objections, giving reporters more sources to
advance their stories. But the polls didn’t show the truth about
the divided public, and, as a result, national public debate over
the merits of the war was markedly constrained. Having caved
in so easily at the beginning of the war, members of the media
and Congress found it easy to do so again a year later.

on april 28, 2004, CBS’s 60 Minutes II showed horrific photos
of Iraqi detainees being abused and tortured at Abu Ghraib
prison. Immediately after the broadcast, the Bush adminis-
tration and its supporters claimed the actions at the prison 
were aberrations, isolated incidents perpetrated by a few sol-
diers in violation of explicit U.S. policy. The administration also
launched an intensive campaign to convince the public that,
while there was mistreatment of prisoners, possibly even abuse,
nothing that occurred at Abu Ghraib constituted torture under
international law and the Geneva Convention. 

The national debate over what happened at Abu Ghraib and
whether or not it was part of a broader U.S. policy supporting
harsh and possibly illegal treatment of prisoners and suspected
terrorists could have had a major effect on the 2004 presiden-
tial election. Reporters had a wide variety of sources not sanc-
tioned by the Bush administration who could have provided
additional information on the issue.6 The Red Cross and nu-
merous human-rights organizations, for example, had docu-
mented similar actions by the U.S. military and CIA operatives
in American-run prisons abroad, both inside and outside Iraq.
There were also publicly available military reports that indi-
cated that many of the problems at Abu Ghraib could be found
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in other U.S. detention centers. The press also had access to
government memos that explicitly condoned the use of harsh
tactics against suspected terrorists. Yet overall, the mainstream
media relied principally on what members of the Bush admin-
istration told them about Abu Ghraib. As Bennett and his 
colleagues note, “The few early questions about whether the
photos revealed a new torture policy were soon lost in the vol-
ume of reported claims by the administration that Abu Ghraib
was an isolated case of low-level ‘abuse.’ ”7

The fact that U.S. policy not only condoned but even en-
couraged the use of torture did not become widely acknowl-
edged until the end of the following year, long after the 2004
presidential election. At that time, Sen. John McCain broke
with the Bush administration by introducing an amendment 
to the 2005 defense appropriations bill that outlawed torture.
The amendment passed the Senate with a vote of 90 to 9. In 
the meantime, media polls continued to report that the public 
accepted the administration’s claims that the abuse at Abu
Ghraib was isolated and did not constitute torture. Given how
closely the polling questions mirrored the administration’s posi-
tion, it’s not surprising they found widespread public agreement.

The ABC/Washington Post poll conducted two major sur-
veys shortly after 60 Minutes II broke the Abu Ghraib story. In
both polls, one conducted in early May and the other two weeks
later, the questionnaire referred to “apparent abuse” of prison-
ers by U.S. soldiers, rather than to “torture,” a term the Bush
administration vehemently opposed. The CNN/USA Today/
Gallup poll likewise refrained from using the administration’s
verboten word but was willing to use the term “abuse” without
the qualifier “apparent.” In late June, the CBS/New York Times
poll used more neutral language, referring to the “treatment” 
of prisoners. That same month, the NBC/Wall Street Journal
poll asked respondents about the “torture and abuse” at Abu
Ghraib, the only poll to do so.

The ABC/Washington Post poll asked some of the most ex-

106 the opinion makers



tensive questions about Abu Ghraib. The headline of the May
5–6, 2004, report on ABC’s website reassured the administra-
tion that those calling for drastic redress, like the firing of the
secretary of defense, were way off base: “Most Are Dismayed 
by Prisoner Abuse, But Few Call for Rumsfeld’s Resignation.”8

ABC and the Washington Post noted that a little more than a
third of respondents had been following “very closely” the news
reports about the “apparent abuse of some Iraqi prisoners by
American soldiers in Iraq,” whereas a quarter of the public was
essentially clueless. The rest were “somewhat” aware. No mat-
ter their degree of awareness of the story, all respondents were
asked a series of forced-choice questions about the issue. By a
two-to-one majority, respondents said that the incidents were
isolated, not widespread. And a three-to-one majority (69 per-
cent to 20 percent) said that Defense Secretary Donald Rums-
feld should not resign. 

In the May 23–25 follow-up poll, ABC/Washington Post
found a substantial increase in the percentage of people who
disapproved of the way Bush was handling “the issue of the ap-
parent abuse of Iraqi prisoners by U.S. soldiers”—57 percent,
up from 35 percent two weeks earlier. More important, the poll
found that most Americans accepted the administration’s point
of view that what happened at Abu Ghraib was not “torture.”
That finding, however, was almost a foregone conclusion be-
cause of the way the poll questionnaire was designed. Prior to
the key question asking for their views, the interviewer referred
to the Abu Ghraib incidents three separate times as “apparent
abuse” of prisoners and once as just “abuse” of prisoners, before
asking respondents: “Do you think what Americans soldiers did
to prisoners at the Abu Ghraib prison in Baghdad amounts to
torture, or do you think it was abuse but not torture?” Sixty per-
cent said “abuse but not torture,” and only 29 percent called 
the actions “torture.”9 After having just been told four times by
ABC that the actions were “abuse,” what’s amazing is that three
out of ten respondents still said “torture.”
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Though the ABC/Washington Post poll reported only a third
of Americans following the scandal “very closely,” Gallup found
a slightly more attentive public—four in ten paying close atten-
tion, and two in ten mostly oblivious to the issue, with the 
rest “somewhat” attentive. Again, regardless of how closely they
were following the issue, all respondents were asked a series of
forced-choice questions about Abu Ghraib. Though most re-
spondents were concerned about the abuses, they still felt, two
to one, that the incidents were “isolated” rather than “common
occurrences.” Overwhelmingly, they believed the soldiers vio-
lated U.S. policy (79 percent)—thus exonerating the Bush ad-
ministration—and also that the soldiers were acting on their
own (56 percent) rather than following orders (34 percent). And
similar to the ABC/Washington Post poll, Gallup found a two-
to-one majority saying Rumsfeld should not resign.10 These
were exactly the findings the White House had campaigned 
for since the scandal first came to light. The polls reinforced the
administration’s narrative that the actions at Abu Ghraib were
of minor significance, the unlawful acts of just a few soldiers
and certainly not indicative of some larger problem. The forced-
choice questions had elicited positive opinions from people
who could not possibly have known how widespread the inci-
dents were nor whether they were part of a systematic Depart-
ment of Defense torture policy. Had they been given the
option, it’s possible most people would have admitted that they
did not know enough to offer a view. Instead, pollsters depicted
a highly informed and supportive public, which could then be
used to tell the press and Congress to back off because the peo-
ple were on the president’s side. 

As senior editor of the Gallup Poll at the time, I participated
in the design of the Gallup questionnaire. I certainly had no in-
tention of abetting a spin cycle initiated by the Bush adminis-
tration, but in retrospect I see how clearly my colleagues and 
I fulfilled that function. We used “abuse” because that was the
prevailing term, set by the administration, of course, but also
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widely adopted by the mainstream news media. Using the term
“torture” would have constituted a judgment call, one that
conflicted with the language reporters were using on CNN and
in USA Today. There was simply no chance we would take 
an approach different from that of our media partners. That
wasn’t our job. Finally, we asked forced-choice questions,
rather than offer a “don’t know” option, because our media part-
ners wouldn’t have found it interesting to report that large por-
tions of the public had no opinion on the matter. 

Unfortunately, our actions were part of a pattern that is al-
most inevitable given the current paradigm of poll reporting.
With their self-imposed subservient role and acceptance of
journalistic standards of what is “news,” pollsters cannot help
but be part of the legitimacy spin cycle. Those in power frame
the issue to favor their position, the press limits its coverage of
sources that might disagree with the administration and also di-
rectly mimics the framing to avoid appearing biased, the poll-
sters in turn develop surveys to dovetail with the news stories,
and the people—many of whom have little idea of what is hap-
pening—are pressured into answering questions that reinforce
the original positions of those in power. 

it’s important to note that the legitimacy spin cycle is non-
partisan. Republicans have been in the White House for the
past two presidential terms, so the examples thus far show how
polls have tended to help them. But during President Clinton’s
time in office, the same phenomena occurred. Perhaps the
most dramatic instance occurred in the aftermath of the FBI’s
raid of the Branch Davidian religious sect’s compound in Waco,
Texas. On February 28, 1993, the Bureau of Alcohol, Tobacco,
and Firearms (ATF) had stormed the compound, leading to the
deaths of four ATF agents and six members of the sect. A tem-
porary truce followed. The FBI then laid siege to the compound
for 51 days. During its final assault on April 19, fires broke out
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in the compound. Overall, seventy-six Davidians were killed,
including twenty-one children.11

Questions arose as to whether FBI agents, who had pro-
pelled tear gas into the compound, had also used pyrotechnics,
which could have caused the lethal fires. Critics also ques-
tioned whether Attorney General Janet Reno should have 
delayed the attack. The initial uproar among elected officials 
in Washington and the press quickly died down, however, 
when poll results two days later revealed that the public was 
overwhelmingly behind the Clinton administration’s actions. 
Having just joined the Gallup Organization in March, I was sur-
prised at how much influence Gallup’s one-night poll seemed
to have on the political climate in Washington.12 The poll found
that only a quarter of Americans were paying close attention 
to the standoff, another quarter were paying no attention, and
about half were following the issue “somewhat” closely. Re-
gardless of awareness, only 13 percent of all respondents
thought the FBI should have waited any longer to assault the
compound. Overall, 87 percent blamed the cult’s leader, David
Koresh, “a great deal” for the resulting deaths, and just 16 
percent had the same view about the FBI. Only 37 percent
thought the earlier raid by ATF agents was irresponsible. And
83 percent thought it appropriate for “federal authorities to take
action against the Branch Davidians, based on what the au-
thorities believed was happening there.” 

The lesson here is that in April 1993, the legitimacy spin 
cycle worked to the Clinton administration’s immediate advan-
tage. The quickie poll, concluded within 48 hours of the as-
sault, showed overwhelming support for the FBI’s actions
among people who hadn’t even had time to discover the details
and got the Clinton administration off the hot seat. Although
there were two internal investigations, by the Treasury and Jus-
tice Departments, an independent investigation was not initi-
ated until years later, when Attorney General Reno appointed
former senator John Danforth as a special counsel to investigate
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the events. In the meantime, we at Gallup thought we had done
a real service to the country by “letting the people be heard.”
The notion that we had manufactured a public consensus to
serve those in power never crossed our minds.

it’s not always the case that media polls act to legitimize 
the positions of those in power. Sometimes they misinform the
democratic process by exaggerating public support for one po-
sition or another on issues that are vigorously debated in soci-
ety. In August 1999, I wrote an article for the Gallup website
about the public’s support for creationism.13 A CNN/USA To-
day/Gallup poll conducted two months earlier had found that
68 percent of Americans supported “teaching creationism along
with evolution in public schools,” while just 29 percent dis-
agreed. My release was posted shortly after the Kansas Board of
Education’s decision to downgrade the teaching of evolution in
public schools, thus seeming to suggest that the decision was 
in accord with the American public. CNN and USA Today also
published the findings. One evangelical organization, Answers
in Genesis, was so pleased with the results that it announced
them in its international newsletter.

The problem with the poll, as pointed out by public opinion
scholar George Bishop, was that it failed to determine if respon-
dents even knew what creationism was. He cited the results of
another poll the following November, conducted by the Daniel
Yankelovich Group, which showed that about seven in ten
Americans had little to no familiarity with creationism. Despite
this massive ignorance, the Gallup poll was able to “force” 
97 percent of respondents to weigh in on the issue. Gallup ac-
complished that feat by asking the question as part of “a variety
of proposals concerning religion and public schools.” It was the
twenty-ninth question in the poll, and by then respondents
knew the name of the polling game—the faster they answered
the questions, the faster they would get through the interview.
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The question itself was general, not asking whether creationism
should be taught in science classes, but whether it should be
taught at all. And, of course, Gallup did not include an inten-
sity question to determine whether people were just spouting
top-of-mind responses or were imparting cherished principles.

The net result, according to Bishop—and I agree with his
assessment—was that “once more, a press release by a rep-
utable polling organization had created a highly misleading im-
pression of American public opinion.”14 We at Gallup should
have explored the issue in more depth, but instead we used a
single question to do a bad job of assessing public opinion on 
a complex issue. In the process, we contributed more to fueling
propaganda than to furthering our understanding of the public. 

Unfortunately, this is an all-too-frequent approach among
media pollsters studying Americans’ opinions on public policy
issues. Bishop cites numerous examples in his book on The Il-
lusion of Public Opinion,15 but one can look at almost any area
on pollingreport.com and spot the same two problems. First,
people are rarely asked how much they know about a topic or
how closely they have followed an issue in the news. Second,
respondents are generally asked forced-choice questions that
pressure them into giving an opinion. The result is the impres-
sion that, on most issues, the public wants a given outcome,
when in fact so much of the public is unengaged that there 
isn’t a majority either way. But that isn’t interesting news, so
pollsters report manipulated results as though they represent
the will of the public. And these numbers in turn affect the po-
litical environment and even the legislative process. 

The Bogus Preelection Polls 

The biggest problem with preelection polls is that people be-
lieve them. Naturally, the most fervent evangelists for news 
media polls include the news media, which base stories on
horserace numbers; and the politicians, who shape their cam-
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paign strategies with an eye to those same numbers. There are
skeptics, of course, who will denounce contradictory poll find-
ings or point out the egregiously wrong polls that crop up from
time to time, especially during the primary season. The prob-
lem is that, almost immediately, a new set of poll numbers will
change the focus from what was wrong with the old polls to
what the new ones have to tell us about the public. 

Bogus preelection polls were probably the single most im-
portant factor in creating Rudy Giuliani’s bid to become the
2008 Republican Party’s presidential nominee. His high poll
numbers among Republicans nationally, even as late as mid-
December 2007, were almost universally accepted as prima fa-
cie evidence that he was the front-runner for the nomination.
Chief among those deluded by the polls was his senior policy
advisor, Anthony V. Carbonetti, who told the New York Ob-
server three months before Giuliani’s withdrawal from the race
without having won a single delegate, “I don’t believe this [the
nomination] can be taken from us. Now that I have that locked
up, I can go do battle elsewhere.”16

Most problematically, the news media not only believe the
polls but use them to evaluate which candidates deserve to be
covered. The whittling-down process hurts the candidates who
are screened out since they don’t get the coverage they need to
increase their name recognition, stimulate contributions, and
attract voters to their campaigns. Their inability to jump-start
their campaigns in turn justifies the original decisions of the
media not to cover them. This self-fulfilling prophecy starts
with poll results that are deliberately manipulated to give the
impression of clear front-runners even when there aren’t any. 

The screening process was evident in John Edwards’s cam-
paign for the 2008 presidential election, which typically re-
ceived less news coverage than either Barack Obama’s or
Hillary Clinton’s. In December 2007, FAIR posted an Action
Alert [per website] that said, “USA Today Squeezes Edwards
Out of Race.”17 The Action Alert took issue with USA Today’s
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article on the importance of electability to the Democrats. Ac-
cording to the article’s author, Susan Page, “Democratic voters
increasingly are focused on nominating the most electable pres-
idential candidate, a USA Today/Gallup Poll finds, and Illinois
Sen. Barack Obama fares better than New York Sen. Hillary
Rodham Clinton against prospective Republican rivals.”18 What
bothered FAIR was the exclusion of John Edwards from the 
discussion, since several polls had shown that Edwards was as
electable, if not more so, than either Clinton or Obama. And
FAIR had a point.

Electability is typically tested by pitting each of the top
Democratic candidates against each of the top Republican can-
didates in hypothetical match-ups for the general election. In
early December, CNN provided the most extensive match-ups
of polls at that time, including four Republicans and three Dem-
ocrats.19 The results showed that Edwards was the only one to
have a lead over McCain, by 8 points; Obama was in a tie, and
Clinton trailed by 2 percentage points. Edwards’s leads over
Huckabee and Romney were 10 points or greater than the leads
recorded for Clinton and Obama. Against Giuliani, Edwards
led by 9 points, Obama by 8, and Clinton by 6. (See fig. 14.)

Just a note here to clarify what these figures mean. While I
oppose the media’s use of national polls of Democrats, and sep-
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arately of Republicans, to determine the front-runners for each
party’s presidential nomination, the national polls of hypothet-
ical general election match-ups do relate to a real-world event
—the actual election in November. That’s why pollsters con-
sider it legitimate to conduct these national poll match-ups, to
get a preview of how the election might turn out once both par-
ties have chosen their nominees. I believe such early polls are
typically worthless, and can in fact do as much harm to the
democratic process as the early preprimary polls, when they are
used to suppress the truth about the electorate. Nevertheless,
in principle, general election match-up polls at least are trying
to describe a future real-world event, and are often used by 
pollsters and politicians to predict the electability of potential
candidates.

In this context, it seems obvious from CNN’s match-up
that in any electability discussion about the Democratic can-
didates in mid-December 2007, Edwards should have been a
prime focus. CNN’s poll results had been published several
days before USA Today/Gallup began interviewing, and there
were other polls also showing Edwards to be at least as electable
as Clinton and Obama. But USA Today and Gallup decided
that Edwards was not poll-worthy; they made the same judg-
ment about McCain among the Republican candidates. In the
USA Today/Gallup poll, Clinton and Obama were each pitted
against Giuliani, Huckabee, and Romney. 

The exclusion of Edwards is noteworthy because at the
time he was highly competitive in the Iowa caucuses, eventu-
ally coming in second there behind Obama. Apparently, his ma-
jor sin was trailing Clinton and Obama in the bogus national
primary polls. It’s typical that the news media in general use
these national primary polls to guide their election coverage.
That doesn’t mean they slavishly follow the latest figures, but 
it does mean that a candidate who is trailing in such polls suf-
fers in news coverage. That was clearly the reason why Gallup
and USA Today decided Edwards was not worthy of analysis 
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in their mid-December poll on electability. In Gallup’s early
December poll of Democrats nationally, Edwards was in third
place, 9 points behind Obama and 15 points behind Clinton20—
too far back, evidently, to be considered viable by USA Today
and Gallup.

The irony here is that only two weeks earlier, Gallup
showed how misleading the national primary figures can be. In
a special poll, it abandoned the forced-choice format and in-
stead asked all Democrats nationally if they had even made a
decision about which candidate to support. Sixty-nine percent
said they had not. Just 18 percent expressed support for Clin-
ton, 7 percent for Obama, and 4 percent for Edwards.21 Gallup
itself headlined the ensuing report, “Nationally, Choices for
Party Nominees Still Wide Open.” Given such an overwhelm-
ingly undecided electorate, and with Edwards trailing Obama
by just 3 points according to Gallup’s own poll, there was no
justification for USA Today and Gallup to exclude Edwards in
its subsequent poll. 

Among Republicans, the CNN match-ups showed McCain
as the most electable, but he too was excluded from the USA
Today/Gallup poll. The rationale for his exclusion was based on
the results of polling the fictitious Republican primary elec-
torate, where he had dropped from competitive front-runner to
also-ran. As with Edwards, McCain’s exclusion seems indefen-
sible given Gallup’s own poll two weeks earlier, which showed
74 percent of Republicans undecided, and no discernible front-
runner.

USA Today and Gallup were not alone among the media 
organizations to whittle down the actual field of candidates in
each party by using the national primary polls to guide their 
coverage. Virtually all the polling organizations at the time were
running only truncated general election match-ups, because
the dominant media theme at the time was that the general
election would almost certainly be between Clinton and Giu-
liani—a major embarrassment to the media polls, given the
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eventual outcome. More important, news stories were shaped
around these expectations, which in turn had a significant in-
fluence on the ability of candidates to raise money and attract
people to help in their campaigns. Mark Mellman and Mike
Murphy, Democratic and Republican campaign consultants,
respectively, reinforce this point when they warn that although
the early polls don’t provide useful information about what the
voters are thinking, they do have an effect on the campaigns:

The [poll] measurements themselves, printed in bold type 

on Page 1, create their own distorted results, inaccurately ad-

vantaging some while disadvantaging others. By creating a 

potentially illusory sense of momentum or of failure, these

pseudo-measures affect the extent of media coverage, fundrais-

ing, endorsements and the willingness of volunteers to engage.

The result is a cycle. Early national polling is used to declare

winners and losers. Those declarations affect the flow of money

and coverage, which is then reported as winners and losers, part

two, thereby driving the next polls. In 2003, this cycle nearly

buried Kerry.22

In 2008, this cycle clearly hurt John Edwards and John McCain
—both candidates’ coverage and fund-raising suffered because
of their low standing in the fictitious national primary polls.
Eventually, of course, McCain managed to recover, while Ed-
wards was forced out relatively early.

we cannot unhinge the news media from the polls. When 
it comes to the news media’s addiction to polling, Chris
Matthews of MSNBC’s Hardball said it best, just after the New
Hampshire primary: “We live by polls.”23 Despite such widely
held views in the news media, there is no good reason that me-
dia polls have to create mythological publics and fictitious elec-
torates, that they can’t measure apathy as well as engagement,
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or that they shouldn’t differentiate crystallized from top-of-
mind opinions. Scholar Scott Althaus writes, “Opinion surveys
might produce some negative consequences for democracy, but
that should not prevent us from exploring whether there are
better techniques of polling or more appropriate roles for sur-
veys to fill.”24 Indeed, polling can be a useful tool for enhancing
democracy, but only if it’s used to serve the needs of the pub-
lic, not the whims of the press. 
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C H A P T E R  S E V E N

Uncertain Future

On January 8, 2008, the date of the New Hampshire primary,
media pollsters suffered their biggest failure in election predic-
tion since the 1948 presidential contest, when the three major
scientific polls of the day all confidently predicted Republican
Thomas Dewey to beat incumbent Democratic president Harry
S. Truman. At the time, expectation of a Republican victory was
so pervasive, news stories analyzing what a Dewey administra-
tion would look like were being written days before the actual
election. 

A similar national consensus emerged in the days just be-
fore the New Hampshire primary, when pundits of all stripes
across the country were predicting the demise of Hillary Clin-
ton’s candidacy in light of eleven different polls forecasting her
almost certain defeat on primary day. On average, these polls
showed Barack Obama winning with 38 percent to Clinton’s 
30 percent. Obama’s lead varied from 3 percentage points, 
reported by Franklin Pierce College, to 13 points, reported by
both Gallup and Zogby.1 The stunning final vote count: Clinton
won with 39 percent to Obama’s 37 percent.

The magnitude of the pollsters’ failure was highlighted by
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ABC’s Gary Langer, who referred to it as “New Hampshire’s
Polling Fiasco,” saying that it was “essential” to have a “serious
critical look” at those results. “It is simply unprecedented for so
many polls to have been so wrong,” he wrote. “We need to know
why.”2 Langer’s ABC News poll and its partner the Washington
Post poll conducted a single survey in New Hampshire in early
December but wisely avoided polling toward primary day,
which meant that their poll results were too far removed to 
be compared with the vote count. Later Langer joked online,
“What I like best about the final New Hampshire pre-election
polls is that I didn’t do any of them.”3

Langer’s call for a serious critical look at other news media’s
polls was shared by key members of the American Association
for Public Opinion Research. Five days after the election, the
association’s president, Nancy Mathiowetz, announced the for-
mation of an ad hoc committee “to evaluate pre-election pri-
mary methodology and the sponsorship of a public forum on the
issue.” After reassuring the public that polls have long been “re-
markably accurate,” Mathiowetz wrote that, “Sixty years ago 
the public opinion profession faced a crisis related to the poll
predictions of the Truman-Dewey race. The way survey re-
searchers reacted then—with a quick, public effort to identify
the causes—played a key role in restoring public confidence
and improving research methodology.”4

Many pollsters and pundits attributed the New Hampshire
meltdown to the long-standing problem of “nonresponse”—the
increasing difficulty in reaching respondents who are willing 
to be interviewed. These days, more and more people screen
their calls with answering machines and caller ID. Even if poll-
sters can get through, Americans are increasingly unwilling to
participate. The question posed by “New Hampshire’s Polling
Fiasco” was whether pollsters simply hadn’t been able to reach
enough Clinton supporters—and whether this portended a ter-
rible polling performance for the presidential election cam-
paign. 
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For Many Are Called, but Few Are Interviewed

The nonresponse problem goes back to George Gallup’s first ef-
forts at polling the public. In the 1936 election, he discovered
that Democrats were not as likely as Republicans to return mail
ballots. Nonresponse was highly related to “economic strata”—
higher income and better educated respondents were more
likely to answer mail ballots, to be Republicans, and to vote for
Alf Landon. The Literary Digest suffered from the same pattern
of nonresponse. Even when it sent out ballots to all registered
voters in certain areas, as it did in Allentown, Pennsylvania, for
example, Landon voters were more likely to return the ballots.
In Allentown, he got 53 percent of the Digest’s vote but only 41
percent of the actual vote.5

Gallup’s solution was to swear off mail ballots, and instead
use only interviewers to ensure that voters of all economic strata
were included proportionately in his samples. And for the next
several decades, nonresponse was not a major problem. But by
the mid-1980s, according to Eleanor Singer, a public opinion
scholar and former longtime editor of Public Opinion Quarterly,
pollsters noticed what appeared to be a severe decline in re-
sponse rates.6 This was a period when they were switching from
in-person interviews at the respondents’ homes to interviews
conducted over the phone. One of the most prominent schol-
ars of public opinion research, Howard Schuman, wrote that
when he began polling at the University of Michigan in the
1960s, he routinely expected to reach at least 80 percent of the
people he attempted to contact. The other 20 percent were split
fairly evenly between those who couldn’t be reached during the
interview period and those who declined to participate. A suc-
cess rate of less than 80 percent, he wrote, “was a dismal show-
ing, throwing considerable doubt on the validity of results for
the target population.”7 By the 1980s, such high expectations
could no longer be met. And there were indeed mounting
doubts about the validity of poll results.
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Still, it wasn’t completely clear whether response rates were
declining because people were less willing to participate or sim-
ply because phone interviewing made it easier to refuse. For the
next decade, pollsters studied the problem, including the rather
difficult task of how to measure nonresponse accurately. By 
the early 1990s, pollsters were likely to get interviews with just
50 percent of targeted respondents. Some of the decrease was
caused by more people declining directly, and some by people
being inaccessible, although that undoubtedly included many
indirect refusals—people who screened calls to avoid telemar-
keting calls and opinion surveys. Inaccessibility became much
more common with the advent of answering machines and, at
the end of the 1990s, caller ID, confounding pollsters about
how many people were actually taking steps to avoid them and
how many just weren’t available at the time of the call.

Pollsters’ initial reaction was to try to increase response
rates, by improving interviewer training, and even providing
monetary and other incentives to respondents to participate.
The conventional wisdom was that the higher the response rate,
the greater the likelihood that the sample would represent the
whole population. That assumption was reasonable, assuming
that eventually pollsters might come close to the high standards
that Schuman was able to meet in the 1960s. But the reality 
was quite different. Response rates had plummeted so low, they
would never recover. On any given project, pollsters might be
able to improve the response rate by a few percentage points,
perhaps even as much as 10 or 20 points, but often that still 
left a big gap. And new research suggested that, in some cases,
these very efforts to improve response rates could make the
sample less representative of the population as a whole. People
who were likely to be influenced to participate by special in-
centives might be much different from those who were not
tempted by the gift of a $2 bill, a special pen, a $5 check, the
chance to be in a lottery, or some other small bribe. In that case,
the more some people—and not others—were enticed by these
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incentives, the less representative the whole sample might be-
come. 

Researchers then shifted their focus from how to improve
response rates to the more fundamental question of whether
low response rates made any difference. Could samples do a
good job of representing the larger population even though 
nonresponse was so high? The key is whether, for any given
sample, the people who cannot be interviewed—either because
they can’t be contacted or because they decline the interview—
are substantially different from the people who agree to be in-
terviewed. If the differences in attitudes between these two
groups is small, then pollsters can feel reassured that they are
still able to conduct polls that provide valid information about
what the larger public is thinking.

Pollsters Reassured or Deluded?

Two of the most widely cited studies that looked at the problem
of low response rates were conducted by the Pew Research
Center in 1997 and in 2003.8 Like all studies of nonresponse,
they were constrained by the fact that when people are not in-
cluded in a survey, we have no way of knowing what their opin-
ions are. The crux is this: We want to know if respondents are
different from nonrespondents, but how do we know what the
nonrespondents think if we can’t interview them? 

There is, however, at least a partial check on such a poll’s
validity. Typically pollsters compare the demographic charac-
teristics of their samples with the U.S. census and with the 
annual current population survey (CPS) that is part of the 
census. Although the CPS is a poll (a very large poll nationwide,
of about fifty thousand households a month),9 it generally
achieves response rates in the 90 percent-plus level, because it
is government sponsored and people feel obligated to partici-
pate. Thus, the CPS demographic numbers provide the most
reliable check on whether poll samples truly represent the
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American public—as far as the distribution of age, gender, ge-
ographic location, race, and education are concerned. 

The problem is that even if polls get a good cross-section of
Americans in terms of demographic characteristics, they don’t
necessarily get a good cross-section of Americans in terms of
their attitudes. People who refuse to participate in polls may be
quite different in their opinions from people who give up their
time to be interviewed, even though the two groups may be sim-
ilar in age, gender, geographic location, race, and education.
And that is the core of the nonresponse problem for pollsters.
They simply don’t know how good their samples are in repre-
senting the rest of the country. That’s why the Pew studies pro-
vide an incomplete, but nevertheless, modestly useful approach
to assessing the validity of polls. The researchers couldn’t com-
pare respondents with pure nonrespondents, since we can’t
know what people won’t tell us. But Pew did compare a regular
sample of respondents with a sample of people who were much
harder to persuade to participate—people who in normal sur-
veys would be excluded because they were too difficult to con-
tact, or who initially said no and were not asked to reconsider
their decision. 

The “regular” respondents in the Pew study are those who
were interviewed in what Pew calls a “standard” survey—inter-
viewing conducted over a five-day period, with up to ten call 
attempts (if the initial call found a busy line or answering ma-
chine). The overall response rate was 25 percent, which meant
that three quarters of the people Pew attempted to interview 
as part of its sample either refused or could not be contacted 
in the first place. By Schuman’s standards of the 1960s, that’s an
atrocious outcome—but actually better than most media polls
these days.

The second group of people in the 2003 Pew study was 
interviewed in a “rigorous” survey, which lasted more than 21
weeks—from the beginning of June to the end of October. The
longer time period provided researchers the opportunity to

124 the opinion makers



make repeated callbacks to potential respondents, send letters
to traceable addresses asking the potential respondents to par-
ticipate, offer $2 incentives, and even attempt, two times if
needed, to convert people who initially refused to change their
minds. This group included many respondents who would not
have participated had Pew not taken more than four months to
wait them out and pressure them to complete the interview.
One in seven of these respondents required twenty or more call
attempts before completing the survey. The overall response
rate of this rigorous survey was 50 percent—twice as large as the
standard survey, but remarkably low given the extraordinary
measures taken.

The authors noted that the response rates for 2003 were
substantially worse than in 1997. In the earlier study, the stan-
dard and rigorous surveys each achieved response rates that
were 11 points higher than the comparable rates in 2003. The
major reason for the decline was the increased unwillingness 
of people to be interviewed. By taking 21 weeks to conduct call-
backs on the rigorous survey in 2003, Pew was able to contact
an amazing 91 percent of people they wanted to interview—not
much different from what Pew accomplished in 1997. But only
58 percent of the people agreed to be interviewed in the later
study, down from 72 percent six years earlier. 

Still, the key focus of the study was on how representative
the samples were of the population at large. Typically, national
media polls underrepresent people in five categories: those who
are younger, lower educated, Hispanic, nonwhite, and living in
urban areas. Pew’s standard survey was within a percentage
point of the CPS figures on blacks, but it underrepresented peo-
ple in the other four categories. The rigorous survey, compared
with the standard survey, exacerbated the underrepresentation
of younger people, significantly improved the representation of
Hispanics, slightly improved the representation of lower edu-
cated people, and had little effect on urban underrepresen-
tation.
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The differences between the polls’ demographics and the
CPS figures, however, are not something to worry about. All 
the major media polls weight their demographic figures so that
they align with the CPS figures. This type of weighting is de-
signed to allow the underrepresented people in the survey to be
accorded the same influence their group would have in the pop-
ulation at large, and is a standard and relatively noncontrover-
sial method of adjustment used by most pollsters.

One worrisome result, however, was the increased under-
representation of younger people in the rigorous survey. Instead
of getting proportionately more young people by doubling 
the response rate, the survey got fewer—and mostly in the age
group of eighteen to twenty-four. Apparently the callbacks and
incentives were less effective with them.

The poll included eighty-four questions that measured re-
spondents’ attitudes and behaviors in several areas: personal
trust and everyday concerns, party and ideology, political atti-
tudes, lifestyle, and political engagement. The researchers re-
ported that only seven individual items showed statistically
significant differences between the two surveys. On the vast
majority of items, the differences between the standard and 
rigorous surveys were negligible, with an average of only 2 per-
centage points per item. The inference the researchers drew
from these “generally reassuring” findings was that, “within the
limits of the experimental conditions,” nonresponse was not
such a big problem after all. Combined with the accuracy of the
preelection polls in 2004, which tended to use the same proce-
dures as Pew’s standard survey, the results of the 2003 study
suggested that standard polls did indeed provide valid measures
of public opinion. At the very least, one of the study’s implica-
tions is that it hardly makes sense for pollsters to spend the ex-
tra resources and time to contact hard-to-reach people when a
standard survey produces almost the same results. That was re-
assuring news indeed since most media polls can’t possibly take
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more than four months to complete if they’re going to measure
opinions on current subjects. 

Nevertheless, there were some deeply troublesome findings
about standard surveys. The 2003 Pew study found that the
standard method of polling over just a few days tended to over-
represent Republicans and conservatives and underrepresent
moderates, compared with the hardest-to-reach respondents.
The Democratic Party received a significantly lower favorable
rating from the standard survey than from the rigorous survey,
suggesting that, overall, Democrats may be underrepresented
in most surveys compared with Republicans. The authors of the
studies themselves cautioned that, with a response rate of just
50 percent in the rigorous survey, “much of the population re-
mained beyond our view.” 

Robert Groves of the University of Michigan is more em-
phatic in cautioning people about the implications of the Pew
studies, which “lead to the impression that nonresponse rates
are a much smaller threat to survey estimates than suggested by
prior practical guidance.” Such studies need to be considered
along with other research into the matter, he writes, because 
“in the extreme, they are misinterpreted as implying that there
is rarely, if ever, a reason to worry about nonresponse bias.”10

Groves’s own review of thirty articles that studied nonresponse
on 335 items revealed an average of almost 9 percent difference
on each item between what the poll found and what the re-
searchers estimated would have been found if everyone in the
targeted sample had been interviewed.11 Moreover, he discov-
ered that having high or low response rates didn’t seem to affect
the size of the difference or the bias in polls. Thus, he con-
cluded, “blind pursuit of high response rates in probability sam-
ples is unwise.”12

Groves’s findings mean that media pollsters are left in a
state of limbo. They have low response rates, and know that if
they try to increase them, they are just as likely to cause bias as
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to reduce it. They also know that at least in two Pew studies,
hard-to-reach respondents are not much different from those
who are more willing to be interviewed, except in their partisan
orientation—not a large amount, but certainly large enough to
affect some results. And that’s troubling, because much public
policy polling and all preelection polling rely on getting accurate
numbers of Republicans, Democrats, and independents in
their samples.

the problem of nonresponse lurks in the shadow of every poll,
though media pollsters would rather accept the reassuring find-
ings of the Pew studies than contemplate the potential disaster
that nonresponse could bring to the polling enterprise. Schu-
man was particularly critical of media polls when he wrote to
the American Association for Public Opinion Research shortly
after the New Hampshire primary: 

Nowadays overt and covert refusals are massive, and polling di-

rectors blithely assume that they are random or at least can be

readily “adjusted for.” Apparently that often works out to be the

case. But it’s not inevitable, and there is no license from Heaven

that makes it so. Exactly where race or some other highly sensi-

tive issue is implicit in an election is just where we might be

called to account for the casual way in which nonresponse is ac-

cepted at present—and of course not seriously acknowledged by

even what we think of as the best polls.13

As it turns out, the likelihood that the polling errors in the
New Hampshire primary were caused by nonresponse is small.
One theory involving racial attitudes was that pollsters were not
reaching racist Democrats who were more likely to vote for a
white candidate than a black one,14 while an alternative con-
jecture was that white voters were unwilling to tell black inter-
viewers they would not vote for Obama. Andrew Smith at the
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Survey Center at the University of New Hampshire reported
that he had checked his polling data and found no differences
in reported voter preferences by race of interviewer. 

In my estimation, the main reason the polls were wrong is
that they stopped too early. A last-minute television news blitz
on Sunday and Monday, too late to be picked up by the polls,
showed an emotional Clinton coming close to tears and looking
both vulnerable and strong as she explained why she was cam-
paigning so hard for president. Another video clip shown re-
peatedly in the last forty-eight hours before the election was
former president Bill Clinton’s passionate speech that Obama’s
claim to wiser judgment on the Iraq war was a “fairy tale,” an ar-
gument that could have relieved doubts among antiwar voters
concerned about Hillary Clinton’s vote in favor of war. The fre-
quent broadcasts of these two videos during the final hours
leading up the primary almost certainly influenced New Hamp-
shire voters. And polling shows just who among those voters
were most heavily influenced. Two days before the primary, the
last Granite State poll showed only 34 percent of Democratic
women intending to vote for Clinton. Postprimary exit polls,
however, revealed that 46 percent of women wound up voting
for her. 

Though nonresponse was almost certainly not a major fac-
tor in the New Hampshire Democratic primary miscalls, it rep-
resents an ever-present threat to the validity of all polls. And
there’s not much pollsters can do about it. 

Reaching Cell Phone Users

Related to the nonresponse issue is the steep increase in the
number of Americans, especially young people, who rely on cell
phones, which have typically been excluded from the samples
used in most media polls. The cell phone issue burst into poli-
tics as a major issue for pollsters during the 2004 presidential
election, when advocates for John Kerry claimed his support
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was underestimated by polls that had not been able to reach
youthful voters. After the election, however, Pew’s Scott Keeter
analyzed the exit polls and concluded that while 7 percent of 
all voters were reachable by cell phone only, including a much
higher percentage among young voters, that did not mean that
the regular telephone preelection polls underestimated Kerry’s
vote. Polls that weighted their results to account for the under-
representation of young voters generally were able to compen-
sate for the lack of young voters with cell phones.15 Apparently,
there were few differences in attitudes between young voters
who could be reached only by cell phones and those who could
be reached by landline. At least for the time being, telephone
polls could continue without fear of a youth bias.

It’s useful to recall that general telephone surveys are a rel-
atively recent phenomenon. From the mid-1930s through the
late 1970s, most polls were conducted in respondents’ homes.
It was only in the late 1970s that household telephone coverage
exceeded 90 percent,16 thus allowing pollsters to switch to in-
terviewing over the telephone. By the mid-1980s, most media
polling was conducted by phone, though several important 
government surveys, even today, continue to interview respon-
dents in their homes. One of these, the National Health Inter-
view Survey,17 collects data on the use of telephones, including
cell phones. The survey itself is designed to track the health sta-
tus of Americans, with the questions about phones included for
subsequent contact if needed. It includes interviews with close
to three thousand adults every month in all fifty states and the
District of Columbia, and has a response rate of about 90 per-
cent, providing perhaps the most accurate estimates of cell
phone use in the country. 

The health survey’s estimates in the first half of 2007
showed that in the previous three years, the number of adults
with cell phones and no home landline phone had almost
tripled, from a little more than 4 percent to almost 13 percent.
The potential lack of coverage was even more dramatic among

130 the opinion makers



young adults. Of those under age thirty, 29 percent had only a
cell phone, a figure that was projected to reach 40 percent by
the end of 2009.18 It would seem that pollsters could no longer
afford to exclude cell phones from their samples if they wanted
to accurately represent the views of younger people.

In a special issue of Public Opinion Quarterly published at
the end of 2007, various researchers arrived at very different
conclusions about the need for pollsters to include cell phones
in their samples. Pew researchers reported on four separate sur-
veys conducted in 2006 to compare the views of cell-phone-only
respondents with those of landline-phone respondents, and
found that excluding cell phones did not bias poll results for 
the population as a whole. However, the authors cautioned that
some results as they applied exclusively to young adults were 
biased because of the cell-phone exclusion. Young people 
with landlines are more likely to attend church and less likely
to drink alcohol or approve of smoking marijuana, for example,
than are young people with cell phones only. Still, the authors
of the study concluded that overall, the utility of including cell-
phone samples with the regular landline samples “appears mar-
ginal, at least at present.”19

Two other teams of researchers reached quite a different
conclusion, and both argued that overall results applying to the
general population would be biased if cell phones are excluded.
These teams used health-related data from the Centers for Dis-
ease Control, one team focusing on the national level, the other
on three states. And they both concluded that the normal prac-
tice of adjusting the figures for the missing young people in
landline samples no longer works. Not only are there biased
figures for young people but for the population as a whole. At
least when it comes to health matters—such as binge drinking,
smoking, HIV testing, and having health insurance—there are
significant differences between people across different ages
who use only cell phones and those who can be called by land-
line phones.20
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The reason for this extended debate is that interviewing re-
spondents by cell phones poses special problems, not the least
of which is increased cost to both the polling organizations and
to the respondents. Unlike many countries in Europe, and un-
like the protocol for landline phones in the United States, the
person being called shares the cost of the connection. That
could make potential respondents even more reluctant to be 
interviewed than people on landline phones, where refusal
rates are already high. Some pollsters who have experimented
with cell phones have included monetary incentives to help 
defray the cost to the recipient, which adds to the cost of the
interview. 

Even if cell phone users are willing to be interviewed, there
are questions about the timing of calls, as well as where people
are when they pick up the phone. With landline phones, poll-
sters can be reasonably assured the respondents are safely in
their homes, not driving a car or engaged in some other activity
that requires their full attention for safety purposes. But cell
phone users seem quite willing to talk while they are driving,
despite laws in many states forbidding such behavior, or to walk
inattentively across a busy street while chatting on their cells.
Pollsters are concerned about both the legal and ethical ramifi-
cations if their calls result in physical injury to a respondent.
And then there is the timing. When it comes to cell phones, the
area codes don’t indicate where respondents are located when
they receive the calls. They could have moved across country or
be on a trip and thus be disturbed at odd moments—very late
at night or early in the morning. 

There are additional costs to the polling organization that
are also of some concern. Federal law prohibits calling any cell
phone by the use of an automatic dialer, even if a live human
being is on the line when the person being called answers the
phone. Many major polling organizations currently use com-
puters to select and dial the numbers, and forgoing that effi-
cient method would increase the cost of the surveys. Buying
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special samples of cell phone numbers from sampling compa-
nies, like Survey Sampling International, would also increase
the cost to pollsters. Higher refusal rates, longer time on the
phones to go through a special set of screening questions, and
possible monetary incentives all add to the cost.

Pollsters have to evaluate all of these considerations as they
decide whether to possibly intrude into the lives of cell-phone
users in a way, place, and time that could negatively affect the
recipient. If Pew researchers are correct that including cell
phones is not necessary—at least “not as yet”—to get a repre-
sentative sample, then why not wait until it becomes necessary?
“Why not indeed!” is the apparent response of most media polls
thus far. All except one. 

On January 14, 2008, Frank Newport of the Gallup Poll an-
nounced that as of the beginning of the year, Gallup had added
“cell phone interviewing as part of the sample for general 
population studies.”21 He admitted that it was a “complex and
costly modification in methodology,” and that Gallup was mak-
ing the change despite the fact that “study after study has
shown that in general, the effect of excluding from the inter-
view process those who only have cell phones has not seemed
to affect the overall marginal results of political studies.” So,
why did Gallup make such a bold change? Newport didn’t say.
Mark Blumenthal, founder of pollster.com, however, suggested
that the real significance of the change was “symbolic.” And 
because Gallup is the “granddaddy” of the polling industry, Blu-
menthal expected the change to have a “big ripple effect on the
polling industry.”22

Jim Norman, the USA Today polling representative who
works closely with Gallup in designing the questionnaires for
the USA Today/Gallup poll, sent the five screening questions
that Gallup uses for cell-phone users to pollster.com. They in-
clude asking whether the person is driving and, if so, setting a
time to call back. They also ensure that the cell phone respon-
dent does not also have a landline phone, and that the number
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is not used primarily for business purposes. The questions do
not include asking what time the person is being interviewed,
the assumption being that if the person answered, he or she is
apparently willing to talk regardless of the hour. Nor does the
protocol provide for any incentives to help pay for the connec-
tion. Although Gallup experimented with truncated interviews,
they were deemed unnecessary since cell-phone respondents
didn’t seem any more bothered by an eighteen-minute survey
than by a nine-minute one. (Gallup’s maximum survey length is
eighteen minutes as a matter of policy, to prevent interviewer
and respondent fatigue.) As Blumenthal said of the Gallup ini-
tiative, “At the very least, this most closely watched poll will
provide a regular source of data on the potential impact of the
cell-phone-only households that will be missing from other sur-
veys.”23 It’s only a matter of time before the other polling or-
ganizations will follow Gallup’s lead.

Internet Polling—A Dubious Alternative

As the Internet expanded into American society, Web-based
surveys began to appear. Initially they were conducted mostly
among special groups who already had 100 percent access to the
Internet, such as college students. The surveys proved to have
several advantages over telephone surveys. They can be con-
ducted very quickly and with relatively little expense. Respon-
dents can fill out the questionnaires at their own pace and
convenience. Questions can be more elaborate, and pictures or
graphs can be included where appropriate. But Internet surveys
of the general public are more problematic. 

Few media pollsters today believe that it’s possible to obtain
good national samples of adults for Internet interviewing. A ma-
jor problem is that surveying over the Internet would exclude 
a large proportion of Americans from even being considered. 
To get timely responses to surveys, polling organizations would
need potential respondents to access their email at least on a
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weekly basis, if not more frequently. Preferably, potential re-
spondents would look at their email every day. Yet a December
2007 Pew poll found a third of all Americans saying they never
use the Internet for e-mail, and nonuse goes up with age.

Eventually, of course, daily Internet usage will likely be-
come the norm for the vast majority of Americans. Regardless
of usage, however, the bigger problem is that pollsters are still
not able to generate a representative sample of all e-mail ad-
dresses in the country. To do that, they would need a master list
of e-mail addresses from which they could draw a random sam-
ple. But no such list exists. For a sample of telephone numbers,
by contrast, the master list consists of all the possible area
codes, with all the possible exchanges, and all the four-digit
trunk numbers. In principle, a computer can generate a random
set of 10-digit telephone numbers to account for all the possible
landline and cell phones in the country. In practice, there are
known telephone numbers assigned to businesses, plus known
blocks of unassigned numbers, which can be used to trim a
computer-generated sample and make it more efficient for call-
ing residential homes. 

There is no comparable master list of e-mail addresses. The
names both before and after the @ are potentially infinite in 
variety, with no equivalent of a numerical sequence to span 
the possible combinations of numbers and letters people use
for their e-mail addresses. Thus, there is no practical way for 
a computer to generate a random set of e-mail addresses that
would have any hope of covering the full range of e-mail ad-
dresses that exist in the country. And no polling organization
has ever claimed to make such an effort.

The lack of sufficient Internet penetration and the inability
to draw a random sample of e-mails haven’t prevented at least
two prominent polling organizations from claiming that they
can conduct valid national public opinion surveys using the In-
ternet: Harris Interactive, the old Louis Harris and Associates
polling firm that now uses both telephones and the Internet for
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its polls; and Zogby International, the firm founded by John
Zogby in 1984. Harris Interactive has polled for CNN, among
other media outlets, while Zogby has polled mostly for Reuters,
and in the 2008 presidential campaign often included CSPAN
as an additional partner. When Zogby and Harris Interactive
conduct polls for the media, however, they do so by telephone
rather than by Internet. Still, each of the two firms conducts 
Internet polls during presidential elections in order to demon-
strate to a skeptical audience that their Internet predictions of
election winners are as good as any telephone poll. 

The firms get e-mail addresses by soliciting people online to
join in a “panel” of potential respondents. Harris offers rewards
to potential respondents, Zogby doesn’t. Anyone can sign up,
and—though it’s not what the firms want—can do so multiple
times if they submit different identities. Once people join, they
are periodically sent a survey to fill out. The more they fill out
at Harris, the more rewards they get. At Zogby, the thrill of be-
ing part of a national panel is considered sufficient reward.

Harris and Zogby readily admit that the individuals thus en-
ticed to join the firms’ respective panels are not representative
of Americans across the country. Online panels tend to be dis-
proportionately white, male, young, better educated, techno-
oriented, and, apparently, conservative. That last characteristic,
at least, was the problem that Zogby found in 2002, and so he
sought to get more liberals to balance his panel. Coincidentally,
Rob Kampia of the Marijuana Policy Project had a comple-
mentary problem—he wanted more research on what Ameri-
cans thought about legalizing pot for medicinal and other
purposes. As Rich Morin of the Washington Post recounted,
“Both problems went up in smoke recently when Zogby’s
polling firm approached Kampia’s Marijuana Policy Project
with a novel proposition: Help us recruit smokers and their pals
to participate in our cyber-surveys, and we’ll let you add a few
dope questions to our national polls.”24 This was a match made
in heaven. Kampia readily accepted the offer, and Zogby wound
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up with twelve thousand names of pot-smoking potential re-
spondents as part of his national panel. 

This is only one example of how Zogby and Harris make ex-
traordinary efforts to recruit as large a panel of respondents as
possible, regardless of how closely that final group comes to
representing the American population. For each individual sur-
vey, they select a sample of their unrepresentative panel re-
spondents, and then weight their demographic characteristics
to make the sample look like the American public as described
by U.S. census data with respect to such characteristics as 
age, gender, and region of the country. Harris adds a propensity
score, which measures how frequently various groups of people
use the Internet. Since, traditionally, relatively few people over
the age of sixty-five have e-mail, for example, those who are in-
cluded in the sample would presumably be weighted especially
strongly so that their age group would be proportionate to what
the U.S. Census Bureau statistics show.

To correct for misrepresentation of the public as a whole,
Harris and Zogby have to rely completely on their weighting
procedures, and many pollsters are skeptical that the corrective
measures produce valid results. “I could run up and down K
Street and select a lot of people and collect their opinions and
statistically manipulate that sample to look like the United
States in terms of race, sex, income, and education,” Pew’s An-
drew Kohut told Rich Morin. “But in the end, it would still be
a sample of K Street and the people would still reflect a differ-
ent set of views from the country as a whole. It doesn’t work.”25

A special study by two researchers in 2005 who compared
results of Web-based and telephone surveys lends credence to
Kohut’s comments. Overall, respondents in Harris Interactive’s
sample of respondents tended to be more informed, opinion-
ated, and politically conservative than the respondents in a
comparable telephone survey, even after Harris Interactive had
applied its weights to compensate for their unrepresentative
samples.26

david moore 137



Harris and Zogby dismiss the theoretical criticisms and 
implore skeptics to look at their firms’ respective records in pre-
dicting elections. In doing so, however, one may not be espe-
cially reassured. In 2006, the “numbers guy” at the Wall Street
Journal, Carl Bialik, analyzed the performance of several polling
organizations that conducted numerous polls in U.S. Senate
and gubernatorial races across the country. He examined the
margin of victory of the winning candidate over the second
place candidate as reported officially, and by the polls. The
worst performance was by Zogby’s Internet surveys, which had
an average error of close to 9 points, twice the average of the
other four polling organizations that Bialik examined. Zogby did
much better with his telephone polls, which had an average 
error of a little more than 4 points. In the senatorial contests,
“Zogby predicted a nine-point win for Democrat Herb Kohl 
in Wisconsin; he won by 37 points,” Bialik wrote. “Democrat
Maria Cantwell was expected to win by four points in Wash-
ington; she won by 17.”27 In the gubernatorial races, Zogby’s av-
erage error of a little more than 8 percent was also twice as
much as the telephone polling organizations Bialik studied. In
six of the races, Zogby’s margin of victory was off by more than
15 points.

In the 2004 presidential election, Harris Interactive pro-
duced two final estimates of the winner—the telephone poll
showed Bush winning by 2 percentage points, the Internet sur-
vey showed Kerry winning by 3.28 Clearly, the telephone poll
was the better predictor, and it mirrored most of the other tele-
phone preelection polls. Harris Interactive also conducted
Web-based surveys on the presidential contest in three states:
Florida, Ohio, and Pennsylvania. In Florida, the average error
among eleven telephone polls was 5 points, whereas Harris In-
teractive was off by 9 points. In Ohio, the average error among
ten telephone polls was 1.9 points; Harris Interactive was off by
6. In Pennsylvania, Harris Interactive’s error was just 1 point,
while the average of seven telephone polls was 1.9 points. These
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results suggest that, overall, telephone polls continue to do a
better job of predicting election outcomes. 

In the long run, it seems doubtful that Internet surveys like
those conducted by Zogby and Harris Interactive will replace
telephone surveys for most media polls. The problem is that the
foundation of science is transparency—the methods of investi-
gation have to be clearly visible for all to see, so that other re-
searchers, following the same methods, can presumably arrive
at the same results. But the methods of Harris Interactive and
Zogby are secret. The propensity score that Harris Interactive
applies to its Web-based surveys, apparently derived from data
the firm gets from its phone surveys, is something it will not 
disclose. It is Harris’s special recipe, which magically produces
plausible results, and we are allowed only to judge the per-
formance record—not the process. Zogby is equally secretive
about the way he selects respondents from his panel for any
given survey and then weights his data to force his samples into
line with the U.S. census. What is known about the two firms’
methods is that they violate many of the scientific approaches
developed over the past several decades for obtaining represen-
tative samples of the general public. Until there is more trans-
parency, it probably doesn’t matter to most pollsters that Harris
and Zogby can sometimes predict election outcomes within a
small margin of error; after all, one of the most successful pres-
idential polls ever taken was the Literary Digest’s 1932 poll, de-
spite severely flawed sampling and data collection methods.
There’s no assurance that the inherently flawed approach of the
Internet polls won’t suffer a similar fate.

one web-based polling organization has not abandoned the
principles of scientific sampling and transparency of its survey
methods. Founded in 1998 by two Stanford University profes-
sors, Knowledge Networks recruits its panel members by using
standard U.S. telephone probability samples to initially call re-
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spondents and ask them if they would be willing to participate
in the firm’s Internet surveys. For households that do not have
Internet access, the firm provides them the hardware and a con-
nection for free. As the firm notes on its website, “Short of 
in-person (‘door to door’) recruitment, this is the only way to re-
cruit a probability based panel and is the only way to create a
projectable, representative on-line sample.”29

This approach is quite expensive, of course. The firm says
online that it has about forty-three thousand active panelists
and that the maximum number of respondents nationwide that
it is likely to get (if it sent e-mail solicitations to all panelists at
one time) is about thirty thousand, a sizable number given that
most media polls have national samples of about a thousand to
fifteen hundred respondents. Of course, Knowledge Networks
wouldn’t typically send questionnaires to all its panelists for a
single national survey, but would instead select a subset from
that larger group. Still, the firm’s panel size is far smaller than
what Zogby and Harris Interactive claim to have. The com-
pelling advantage of the Knowledge Networks panel is that it
has been selected using scientific criteria. “Professional pan-
elists”—people who seek out Internet companies to win re-
wards by filling out surveys—are not a problem for Knowledge
Networks, though they are for Harris Interactive. Thus the 
bias injected by self-selected respondents, which is inherent 
in the Harris Interactive and Zogby panels, is eliminated by the
Knowledge Networks sampling process. 

Not all is rosy for Knowledge Networks, though. The re-
sponse rate of the initial telephone samples is quite low, lower
than the response rates for normal telephone polls, because of
the added commitment of participating in periodic surveys. For
people who don’t have access to the Internet already, or don’t
have e-mail, the response rate is particularly low, because join-
ing the firm’s panel requires a change from their normal behav-
ior. And like other telephone polls, Knowledge Networks faces
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the challenge of cell-phone-only users. The firm can’t even re-
cruit such people unless it moves to include cell phones as part
of its initial sampling frame. Yet, for all of these problems,
Knowledge Networks is leading the way into Internet polling
that does not abandon the principles of scientific sampling.

The More Things Change . . . 

While the polling industry continues to adjust to changing tech-
nologies, none of the problems discussed here suggests that
public opinion polling will go away. It’s clear that increasing
nonresponse is a serious challenge to the validity of polls, but
current research suggests that the bias caused by people choos-
ing not to participate in polls is not a death knell. Apart from
nonresponse, the spread of cell-phone use is only a minor in-
convenience so far, an additional operating expense but not an
insurmountable obstacle to measuring the will of the public.
Scientific, Web-based surveys can be done now, but the best
current approach is prohibitively expensive. Once the Internet
has reached close to 90 percent penetration, pollsters might fol-
low Knowledge Networks’ lead and use telephone samples (in-
cluding cell phones) to acquire representative samples of e-mail
addresses. By then, cell phones may be so widespread that they
will be the principal method by which pollsters regularly con-
nect with respondents—either directly with interviewers, as is
the case now, or with Internet connections directly to the cell
phones. Perhaps even in the next decade or so, some scientific
surveys of public opinion might well be conducted through the
use of text messages.

Yet none of these technological changes will substantially
affect the underlying problems with today’s media polls. Unless
changes are made in the way questions are asked and responses
are analyzed, media polls will still manufacture public opinion.
They will continue to serve the interests of the powerful at the
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expense of the public. And they will cause more and more peo-
ple in that public, as well as an increasing number of political
observers, to denounce polls as a blight on democracy rather
than appreciate them for the real contribution they can, and
should, make to our democratic process.
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C H A P T E R  E I G H T

A New Direction 

The power of polls today far exceeds the visions of the early
pollsters, who simply hoped that their scientific measurements
of the public will would enhance the democratic process. But
as I’ve made clear, that power is not always positive. The prob-
lem is that media polls today are designed to conceal the truth
about the American public, a truth that everybody knows but
that journalists and pollsters are reluctant to acknowledge. 

Virtually everyone who studies or measures public opinion
today recognizes that there is a distinction between what
Daniel Katz called “a superficially held view which may be dis-
carded the next moment” and “a cherished conviction which
will change only under unusual pressure.”1 The current aca-
demic debate focuses mostly on how to differentiate between
the two extremes. Some researchers suggest there is a spec-
trum, from non-attitudes to quasi-attitudes to real attitudes.
Quasi-attitudes are in the middle of the spectrum, because they
signify lightly held views that tend to correlate with other opin-
ions and demographic characteristics but also tend to be quite
“labile.”2 The issue is where along this spectrum it makes sense
to draw the line between opinion and non-opinion. 

However unresolved the debate may be among academics,
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among pollsters there is a standard format that roughly gets 
at non-opinions for policy preferences. After asking whether 
respondents favor or oppose a policy, pollsters can add a tag 
line: “Or are you unsure?”3 There are other similar formulations,
such as “Or don’t you know enough to say?” and “Or haven’t you
given this enough thought?” Another frequently used tactic is
to ask respondents how much they have heard about an issue.
Those who have not heard anything are sometimes assumed not
to have an opinion, so the policy question is not asked of them.
That was the approach the Gallup Poll often used before it was
bought out by SRI and became a media partner with CNN and
USA Today. Pew Research and several other media polls still
employ that method, though not for all policy questions. 

Despite the ease of measuring non-opinion, pollsters rarely
do it because the media don’t usually find it newsworthy. 
That’s why it was remarkable in late October 2007 that Gallup 
reported the results of its most recent poll, which stressed 
how little Americans knew about the economic sanctions the
United States had just imposed on Iran.4 Gallup’s question on
the issue began pretty typically, feeding respondents informa-
tion: “As you may know, Secretary of State Condoleezza Rice
announced Thursday that the United States was imposing eco-
nomic sanctions against two agencies of the Iranian govern-
ment and three Iranian banks.” But this time, for no apparent
reason, Gallup deviated from the forced-choice format so often
used in public policy polls, and decided to allow respondents 
to admit they didn’t have an opinion. “From what you know or
have read,” the question asked, “do you favor or oppose these
sanctions—or don’t you know enough to say?” More than half
of the respondents, 57 percent, opted for the latter choice,
while 34 percent said they favored, and 9 percent said they op-
posed the sanctions. There was no follow-up question to meas-
ure intensity of opinion, but at least the poll revealed the fact
that many people had no opinion at all.
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Gallup’s willingness to measure public ignorance on the
sanctions surprised me, and I wrote to Frank Newport praising
the approach (I had made my preference for that format clear
during the years I worked at Gallup). I also asked what had
prompted the action and whether it signaled a change in policy.
He responded that there hadn’t been a change in policy since 
I had left the year before. The decision to measure non-opinion
in this case was made because Secretary Rice had just an-
nounced the sanctions a couple of days earlier, and they were
quite complicated.5 That, of course, is an eminently reasonable
explanation, which essentially recognizes how few people
would know anything about such a complex issue.

The sad truth is that on many, if not most, other issues,
public ignorance is just as substantial—though it usually goes
unmeasured. Gallup’s policy on measuring non-opinion in the
years that I worked there was essentially no policy at all. In 
the rare case that our media partners thought the issue might
best be framed as one where public ignorance was the story, we
would measure non-opinion accordingly. It was strictly an ad
hoc, arbitrary choice. Otherwise, we stuck to the tried-and-true
forced-choice questions, as do the other media polls generally.
I’ve talked with pollsters at other media polling organizations,
and they too indicated that they decide on a case-by-case basis
when to measure non-opinion. The problem is that it doesn’t
make sense for pollsters to say that in one instance it’s impor-
tant to tell the truth about what the public doesn’t know, but 
in other cases it’s not. That’s a deliberately manipulative tactic
that cannot help but undercut pollsters’ claims of scientific 
objectivity.

To tell the truth about Americans’ opinions on policy mat-
ters, pollsters should routinely measure the extent of public 
ignorance. It will never be zero, and in most cases it will repre-
sent a substantial proportion of the citizenry. Measuring it costs
nothing; all it requires is offering an option that allows respon-
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dents to admit that they don’t have an opinion. Because it’s an
important element in understanding the public, suppressing it
for commercial or other purposes is simply unacceptable.

In addition, pollsters should include at least one additional
question to measure the intensity of respondents’ opinions. I
would prefer a measure along the lines suggested earlier in 
this book, asking respondents if they would be “upset” if their
opinion were not followed. There are other approaches, such as
asking whether the issue is important to the respondents, or
whether it would affect their vote for a political candidate.
Whatever the approach, it’s important to distinguish between
the lightly held, top-of-mind response, which can change in an
instant, and the more deeply held opinions that respondents
want to see prevail.

Finally, pollsters should stop giving crash tutorials to re-
spondents about situations or proposals. Once respondents
have been fed any information, they no longer represent the
general public. Noted Democratic campaign pollster Peter
Hart, who also co-conducts the NBC/Wall Street Journal poll,
argues that giving respondents information before asking them
questions gives pollsters a good insight into what people might
think if they were informed about an issue.6 I disagree with 
the tactic, because the general public will almost never be 
“informed” about an issue the same way the respondents are, so
the informed sample will never represent the uninformed gen-
eral public, even on a hypothetical basis. On the other had, if
pollsters insist on feeding information, at the very least they
should openly admit that their results are speculative, rather
than treat them as though they represent what the general 
public is actually thinking today. Unfortunately, pollsters who
adopt this tactic almost never reveal the hypothetical nature 
of their results.

Any description of the general public’s orientation toward
specific policy proposals needs to mention explicitly how large
is the size of the disengaged public—the proportion of people
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who admit up front that they have no opinion, plus those who
initially express a view but immediately say that they don’t care
if it is ignored by elected leaders. Anytime a poll reports less
that 20 percent of the public disengaged, it’s almost certain the
results have been manipulated and should be viewed with deep
suspicion.

while it’s easier to assess when election polls are right and
wrong, in truth they’re just as twisted by manipulation as sur-
veys on public policy. Media pollsters have become so used 
to it that they either don’t see the problem, or they recognize it
but can’t bring themselves to break from the pack. It may be im-
possible, for example, to wean pollsters and pundits off their 
addiction to the nonexistent national primary electorate. Poll-
sters like it because it’s so easy to poll Democrats and Republi-
cans nationally, and to pretend that the results really mean
something. 

After Super Tuesday in 2008, the focus for Democrats
rightly shifted to how many delegates each candidate had won
—since the number of delegates determines who becomes the
party’s presidential nominee. Yet right before those elections,
USA Today’s Susan Page reported on the latest USA Today/
Gallup poll of the fictitious national primary electorate, which
found “a Democratic race between Barack Obama and Hillary
Rodham Clinton that remains too close to call.”7 The statement
was deeply flawed. That “race” she mentioned was no race 
at all, and it would never be “called,” because the Democratic
nomination would not be decided by a public opinion contest
among Democrats nationally. But she had Gallup’s “Daily
Tracking” data and wanted her newspaper to say something
about the nomination contest. It’s better, apparently, to report
something irrelevant than to report nothing at all.

Such thinking was also at play when ABC posted its latest
national primary poll before Super Tuesday on February 3,

david moore 147



2008. The headlines read: “POLL: A Tight Fight for Clinton/
Obama While McCain Extends His Surge.”8 The article that
followed began, “Days before nearly half the country votes 
in the Super Tuesday primaries, Hillary Clinton and Barack
Obama are locked in a tight race for the Democratic presiden-
tial nomination,” giving readers the distinct impression that the
“tight race” referred to in the article was in the Super Tuesday
states, where people would vote. Not so. This article and its 
poll numbers referred to the tight race among Democrats and
Republicans nationally, the vast majority of whom would not 
be voting on Super Tuesday. I e-mailed ABC’s Gary Langer, 
asking him why he didn’t screen the results from his national
samples to look at just the Super Tuesday states. At least po-
tentially, those might be real voters. He wrote back to say: 

We could pull out just those states (and did look at them infor-

mally). But to be most meaningful it would require screening to

match each state’s voting rules—open, partially closed, closed—

and much more assiduous [likely voter] modeling, even with 

different models for different states. Pretty complicated, and

honestly simply not our aim. We’re looking to see where the

country’s at, not to predict how the 24 states will go.9

Langer’s response is an unusually candid admission that gets at
the heart of why pollsters like the fictitious national primaries:
they’re easy. The fact that the country doesn’t vote together and
all at once is just an inconvenient detail. By taking an inaccu-
rate and misleading macro view, pollsters can avoid the “much
more assiduous” efforts required for polling in primary states. 

In fact, most of the major media polls do not poll extensively
in caucus and primary states, leaving that task to various local
and commercial polling organizations looking for publicity.
When the major media polls do conduct surveys in selected
state contests, they typically do so long before the election so
they can avoid having their final results compared with the ac-
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tual vote, a comparison that could possibly hurt their reputa-
tions. In New Hampshire, it was unusual that CBS, CNN, and
USA Today/Gallup had all polled close enough to Election Day
to make predictions of the outcome. After that debacle, all of
the major media polls recognized the danger and in subsequent
states avoided tempting fate. The New York Times polling edi-
tor, Janet Elder, was surprisingly frank in admitting her news-
paper’s decision to avoid polling immediately before primaries.
“We don’t want to appear to be projecting results,” she said.
“We’ve learned that opinion is in such flux in the last days be-
fore people vote that we tend to stand back.”10 Mostly, the ma-
jor media polls spent their resources and time on the irrelevant,
but less challenging, national primary electorate so they could
at least pretend they had important insights to contribute to un-
folding events. 

USA Today and ABC and the New York Times, along with
all the other major media pollsters, are in good company. It was
George Gallup who started the national primary polling, be-
cause he, too, wanted to avoid polling in actual state primaries
and caucus states, where opinion was too unsettled to measure
accurately. As Alec Gallup acknowledged in a recent interview,
when his father began polling Republicans and Democrats na-
tionally, he did so “knowing it didn’t have a lot to do with the real
world. It was something to do”—to provide his subscribers some
public opinion information.11 At that time, of course, party con-
ventions chose presidential candidates, and the few primary
elections that were held served mostly as “beauty contests,” giv-
ing candidates an opportunity to demonstrate their electoral ap-
peal. In the 1970s, the political parties handed over power to the
voters to select delegates to the national nominating conven-
tions. That shift in power from party leaders to the rank-and-file
party members transformed the way presidential candidates are
nominated. Now the news media and polls dominate the nom-
ination process, and people pay attention to what the polls say.
Unfortunately, what was mostly a sales gimmick when Gallup
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started the tradition of polling Democrats and Republicans 
nationally has become, in this new political environment, a hal-
lowed institution that too many people accept as real. Pretend-
ing that a national electorate exists is no longer just a harmless
gimmick, but a real detriment to the democratic process. 

apart from beating the fictitious national primary electorate
into the ground and burying it under a block of concrete, poll-
sters can improve preelection polling by always measuring and
reporting the percentage of undecided voters. Not to do so mis-
represents the electorate, which can in turn exert a profound 
effect on election campaigns, from fund-raising to recruiting
volunteers. Measuring the undecided vote would not require
pollsters to give up their cherished vote choice question, “Who
would you vote for if the election were held today?” It does
mean that a separate question is needed to measure how com-
mitted voters are to the candidates. The approach adopted 
by the University of New Hampshire Survey Center for CNN,
WMUR-TV, and separately for the Boston Globe, worked well.
The important contribution that it made—by asking, at the be-
ginning of the interview, whether a voter had definitely decided,
was leaning, or had not yet decided whom to vote for—was to
disabuse its readers and viewers of the prevailing conventional
wisdom that one of the candidates had the election locked up.
It gave a realistic picture of the primary contest in New Hamp-
shire and avoided the mistake that others made in the fall of
2007 in treating Clinton’s supposed double-digit lead as though
it were insurmountable. It continually showed a large percent-
age of undecided Republican voters, which also helped explain
why John McCain was able to come back from being low in the
“national primary” polls to win in New Hampshire.

At the end of the campaign, when pollsters feel obligated to
make final predictions, it’s possible to press voters on their can-
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didate preferences without hurting the electoral process. Poll-
sters at that time are no longer trying to find out what the cur-
rent state of the electorate is, but are trying to predict what it
will be one or two days hence. The only thing at stake is their
reputations, with the final predictions—whether precise or not
—unlikely to affect the campaigns. The last CNN/WMUR-TV/
UNH Survey Center poll did in fact press respondents for their
preferences, and its final predictions on the Republican side
were as accurate as any, while its final predictions on the Dem-
ocratic race suffered the same fate as the other polls. The re-
deeming aspect of the poll on the Democratic primary was that
it alerted readers up front that a substantial proportion of the
Democratic electorate was still undecided—27 percent were
leaning toward a candidate, and 21 percent more were still try-
ing to decide. 

When pollsters pressure undecided voters to say who they
will vote for if the election were held “today,” they are really try-
ing to find out who those voters will support on Election Day.
“Today,” the undecided voters have already told us, they are un-
sure—that is what they are thinking at the time of the poll. It’s
pollsters who believe that if they force respondents to pretend
the election is being held right now, voters will offer a response
that they will abide by later. But these undecided voters don’t
care what they tell pollsters under duress. That’s what Frank
Newport meant when he explained, perhaps tongue in cheek,
why the 2008 New Hampshire Democratic Primary polls were
wrong. “My best hypothesis is that Democratic voters in New
Hampshire didn’t cooperate with pollsters by maintaining their
weekend voting intentions,” he wrote on USA Today online,
“but instead continued to evaluate candidates and to take new
information into account right up until the time they went into
the voting booth.”12 Shame on voters for not cooperating with
pollsters! But woe to those pollsters who reported only 2 per-
cent undecided.13
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Fuzzy Opinion 

Pollsters have known for a long time that election and public
policy polls alike produce, at best, rough estimates of what the
public is thinking. From the beginning of modern polling, ex-
periments have shown that even small differences in question
wording, or the order in which questions are read, can have a
profound effect on results. The gender and race of interviewers,
as well as whether surveys are conducted by telephone or on-
line, through the mail, or in person can also affect responses.
George Gallup was the first to conduct experiments that re-
vealed the fuzziness of opinion, but he maintained a belief that
the right questions, objectively worded, could accurately meas-
ure the will of the people. His vision was that polls would be
able to continuously monitor “the pulse of democracy.” It turns
out that on most issues the public’s pulse is either a bit weak or
harder to discern than Gallup had hoped. 

When it comes to question wording, experiments have
shown that the public is more likely to favor a policy when the
government will “not allow” some behavior than when it will
“forbid” that same behavior. There is much more public support
for programs described as “assistance to the poor” than those la-
beled “welfare.” Proposals that are linked to salient politicians
or institutions will usually generate different levels of support
than when the proposals are evaluated without such associa-
tion. These days, any question that suggests a policy is sup-
ported by a political party or by the president will immediately
trigger partisan responses, almost regardless of substance. 

So influential is the way a question is framed, the political
lexicon is undergoing continual transformation as proponents
and opponents of various policies vie for the most appealing
wording. “Partial-birth abortion” versus “late-term abortion,”
the “estate tax” versus the “death tax,” “pro-choice” versus “pro-
life,” and “abuse of prisoners” versus “torture” are just a few ex-
amples. Pollsters will often find themselves besieged by various
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interest groups who disagree with the way a question may be
worded, because they see it as biased and possibly detrimental
to their cause. And with good reason—the very language of
opinion polls can influence how people respond.

One prime example of the complexity of the wording issue,
and its implications, is the ongoing controversy over how to ad-
dress the public’s view of homosexuality. For many years, vari-
ous gay and lesbian activists have objected to the Gallup
question, “Do you feel that homosexuality should be considered
an acceptable alternative lifestyle or not?” Their most trenchant
objection is to the phrasing, “alternative lifestyle,” implying that
homosexuality is a choice, and a frivolous one at that. No one
would think of “straight” people as having a “heterosexual
lifestyle.” And it doesn’t help that “alternative lifestyle” was the
jargon often used to refer to hippies of the 1960s who would
“drop out” of the mainstream culture. To talk about gays and
lesbians in that terminology today has become unacceptable. 

In 1996 and again in 1999,14 Gallup used a split-sample ex-
periment to test new wording, asking half the respondents in
the sample the standard question and the other half, “Do you
feel that homosexual behavior should be considered an accept-
able lifestyle or not?” This version substituted “homosexual be-
havior” for “homosexuality,” and it got rid of “alternative.” There
were no significant differences in the results based on the 
two questions, suggesting that the wording changes made little 
difference to the general public. Still, the new wording hardly
satisfied the critics, especially because the word “lifestyle” was
still included. 

In 1997, Gallup tested the standard question against an-
other version, again using the split-sample experiment—asking
half the sample the old question, and the other half the new
question: “Do you feel that homosexuality should be considered
acceptable, or not?”15 Gone from the new version was the con-
troversial wording “alternative lifestyle.” It produced the same
results as the standard question, which meant that it could be
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substituted for the old wording without affecting the trend.
Frank Newport decided, however, to keep the old wording. Be-
cause public opinion didn’t seem to be affected by the descrip-
tion that gays and lesbians found so offensive, he thought it was
better to keep the question that had been used for seventeen
years. 

In 2005, again in response to critics wanting to update the
terminology, and using the same split-sample experiment tech-
nique, Gallup tried out this wording: “Do you feel that gay or
lesbian relations should be considered acceptable, or not?”16

This was the most modern version Gallup had ever tried. Gone
were “homosexuality” and “alternative lifestyle.” To that version
of the question, 60 percent of respondents said such relations
were acceptable, whereas only 51 percent said that “homosexu-
ality should be considered an acceptable alternative lifestyle.”
The 9-point difference forced Gallup to face a major dilemma.
Higher public support for “gay or lesbian relations” suggested
that respondents were negatively influenced by Gallup’s stan-
dard question. The critics could now justifiably claim that
Gallup was biasing the results by adhering to language that had
long since passed out of favor. On the other hand, Gallup was
concerned not just with the specific percentage it measured in
2005, but with the overall trend. Since 1984, it had used the
standard question (though occasionally trying out a different
wording on half the sample) to give a picture of how public
opinion on this issue had evolved. With Gallup’s data, one
could see that the public had become more accepting of “ho-
mosexuality” over the years, a trend that could be confused by
introducing new language; any apparent increase in support
could be ascribable to the new language rather than to a real
change in opinion. Gallup decided to keep the old wording.

In 2007, a Gallup article announced that polls showed “tol-
erance for gay rights at high water mark,” based on the standard
question.17 Yet keeping the old question is not necessarily the
optimum solution, according to such critics as George Bishop,18
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who take issue with the notion that just because the question 
is the same over time, it measures the same phenomenon.
Bishop’s reasoning is that words take on new meanings as the
culture evolves, which is why no poll today would ask about
“negroes”—though it was the enlightened term for pollsters to
use during much of the twentieth century. Similarly, the words
“homosexuality” and “alternative lifestyle” may have taken on
more negative nuances over the past quarter century, making
the trend data as problematic as any new question wording. 

This example illustrates that public opinion measures can
easily be affected by what some people might see as relatively
slight differences in question wording. It also illustrates the
dilemma that pollsters have when confronted with trends that
go back many years, but which are based on flawed question
wording. Changing the wording may affect the measures, sug-
gesting changes when none has occurred. But keeping the
wording may cause its own distortions. 

In this case, I would have opted to keep both versions going
by using the split-sample approach, asking half the sample the
standard question, the other half the new question. That would
have allowed Gallup to continue with the trend question for a
few more years, which apparently it wanted to do, while asking
the new, more relevant question as the main one to report. Still,
no decision is perfect, given how problematic are all measures
of public opinion.

apart from question wording, poll measures can also be in-
fluenced by the order in which two options are presented. Over
the telephone, people are more likely to choose the second an-
swer than the first one, all other things being equal. That’s par-
ticularly true with long or complicated questions, when people
don’t really have an opinion and wind up choosing what they
last heard the interviewer say. In 2005, after the disastrous fed-
eral emergency response to Hurricane Katrina, Gallup wanted
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to know whether Americans blamed bad planning or the bu-
reaucracy itself. The question it asked was, 

In your view, which was the greater obstacle to the federal gov-

ernment’s response to the hurricane? 

a. Neglecting domestic needs like emergency preparedness and 

infrastructure in the past, or 

b. Bureaucratic inefficiency.

Half the respondents were asked the question as just described,
whereas the other half were presented first with option B, fol-
lowed by option A. The original question found a 24-point 
majority blaming bureaucratic inefficiency over neglecting do-
mestic needs—57 percent to 33 percent. The other version of
the question, with option A presented second, found an 8-point
margin citing “neglecting domestic needs” as the greater ob-
stacle—48 percent to 40 percent. That represented a 32-point
swing in public opinion, based solely on the order in which the
two options were read.19

Other experiments show that polling results can be affected
by the order in which questions are asked. During the Clinton
presidency, Bill Clinton was given higher favorable ratings
when he was evaluated after Al Gore than when he was rated
first. Gore, on the other hand, was given lower ratings after re-
spondents rated Clinton than when Gore was rated first. A ma-
jority of Americans approve of a woman having an abortion if
she can’t afford to raise the child, when that question is the first
one posed about abortion. Far fewer Americans express support
when that question is asked after others that suggest even more
compelling reasons for an abortion, such as the mother’s health
and safety. People are more likely to express support for same-
sex unions if they have first been asked about their support for
same-sex marriage. These and other examples illustrate how
difficult it is for pollsters to conduct a poll on many topics with
scores of questions. The answers to questions asked several
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minutes into the survey may well be influenced by the ques-
tions that were asked earlier.

Interestingly, telephone poll results are sometimes in-
fluenced by the perceived race of the people asking the ques-
tions. Studies have shown that black respondents tend to give
more skeptical answers about civil rights progress when they
believe they are speaking to black interviewers than to white 
interviewers. White respondents, by contrast, tend to give more
optimistic responses when they think the interviewers are
black. Some observers thought that the failure of the polls to
predict Hillary Clinton’s victory in the 2008 New Hampshire
primary was ascribable in part to the unwillingness of white 
Democrats to tell black interviewers they would not support
Barack Obama. A similar phenomenon may have been at work
in 1989, when Democrat David Dinkins was running for mayor
of New York City. Polls showed him leading by a substantial
margin, but his real margin of victory was narrow. Some re-
searchers at the time suggested that white Democratic voters
didn’t want to tell pollsters, especially black interviewers, that
they were not going to support a black candidate. As it turned
out, Andrew Smith of the UNH Survey Center found no race-
of-interviewers effects in New Hampshire in 2008. Still, the
larger issue remains—on some issues, the opinions that poll-
sters measure can be affected by the perceived racial charac-
teristics of the interviewers. 

Similarly, on issues that tend to divide men and women, the
interviewer’s gender can affect what a respondent might say.
Male respondents tend to be more supportive of equal rights for
women, for example, when talking with female interviewers
than with males. In a statewide survey on child abuse in the
1980s, I found that men were systematically more willing to ad-
mit to female interviewers than to male interviewers that they
had severely punished their children. That seemed counter-
intuitive to me until my sociology colleagues explained that
men are generally more open to admitting weaknesses and
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problems when talking with women than with men—and this
tendency can be reflected in male-female interactions on the
phone as well. 

Studies suggest that vote choice, however, is not influenced
by interviewer’s gender—each candidate’s support is about the
same when measured by a male or female interviewer. But on
such issues as whether men and women receive equal treat-
ment or whether men’s or women’s lives are easier, the inter-
viewer’s gender is likely to influence what people say.

All these examples illustrate that any measure of public
opinion is at best a rough approximation of what people are
thinking. And the plus or minus 3 percent margin of sampling
error reported by most polls is only the least of possible errors. 

Fulfilling the Promise 

Sixteen years ago, at the end of my book on the contemporary
history of public opinion polls, The Superpollsters, I concluded
that “Gallup’s vision of polling as an instrument for improving
the practice of democracy seems largely vindicated.”20 I no
longer hold such an optimistic view. Instead I’ve come to real-
ize, as did one of the polling giants of the past half century,
Daniel Yankelovich, that “despite the polling profession’s
greater technical sophistication, polls have grown ever more
misleading. Far from serving to give leaders insight into the real
concerns of the public, they often add to the lack of confidence
that disconnects the leadership class in the United States from
the mainstream of the citizenry.”21

That doesn’t have to be the case. The argument today is not
about developing a new conception of public opinion in which
polls have little or no role. It’s about having polls remain in their
central role by making sure they tell the whole story about what
the public is thinking—to include not just what preferences it
has, but also what proportion of the public has no preferences
at all. Telling the truth about public opinion gets at the heart of
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why opinion is central to a democratic form of government.
When political scientists Lawrence Jacobs and Robert Shapiro
argued, as cited in the preface to this book, that elected leaders
need to respond to centrist public opinion, implicit in their ar-
gument is the assumption that polls accurately report what that
opinion is. The polls do not currently fulfill that function. And
for democracy’s sake, they must.

This is not an argument for direct democracy, in which
leaders would blindly follow, or attempt to follow, what the peo-
ple say. A representative democracy requires constant interplay
between leaders and citizens, with citizens providing the over-
all framework of values within which elected leaders have to
make specific detailed decisions. Some part of the public will
always be disengaged, just as some part will always be extremely
knowledgeable and active in pressing their point of view. And 
it is helpful in the process for leaders to know the truth about
their constituents’ commitment to one position or another—
how many genuinely want a given outcome, how many are 
willing to be persuaded, and how many are willing to defer judg-
ment to their leaders. Ultimately, the choice is not an absolute
division between what the people want and what politicians
want. Instead, the process is more dynamic, in which leaders
propose and discuss options, helping to educate people on the
implications of policies, and thus shape—but not manipulate—
public opinion in a direction that benefits the common interest.
In turn, polls can be used to gauge the public’s general reaction
to different proposals, though usually not the arcane details.
But polls can only be useful in this context if they measure that
reaction accurately.

It’s always possible that with this new approach to measur-
ing public opinion, which explicitly reveals the extent of public
disengagement, some politicians will assume they can therefore
do whatever they want without fear of voter retribution. And in
many cases that would be correct. There are few occasions 
in which so many people are actively engaged in a single issue
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that it can determine the outcome of an election. Most legisla-
tion goes unnoticed by the vast majority of the public, so indeed
the Congress and the president can in principle “get away with”
enacting many laws that serve the interests of the few at the ex-
pense of the many. But media polls cannot prevent such abuse.
Nor do they enable or encourage it. Politicians who regularly
disregard the public interest do that regardless of what polls say.
The fear of such behavior in no way justifies the current prac-
tice of manufacturing false results to conceal public ignorance
and apathy. 

The real problem with telling the truth about the public and
the electorate is not that the elected leaders or the public can’t
handle it, but that the news media might find it dull. Journal-
ists like sharply divided groups and extreme reactions because
that makes their stories more exciting. They like the fake stories
about voter preferences years ahead of the election, and the ex-
citing horse race of a fully decided electorate that nevertheless
keeps changing its mind. They have become addicted to the fic-
titious national primary electorate, and entranced by their own
illusion of a completely rational, all-knowing, and fully engaged
public. Should they be forced to report on the real public, a
more prosaic public of which large segments are minimally 
informed or disengaged or have opinions that are ambiguous 
or tentative, journalists might lose their obsessive fascination 
with polls. That could happen to some extent, though I doubt
even polls that told the unvarnished truth about the public
would lose their journalistic appeal completely. But even if poll-
sters believed that a reformed polling system would cause the
news media to rely less often on poll reports, that’s no argument
for pollsters to continue pumping up false numbers to satisfy
the press’s unrealistic expectations.

I’m hopeful, if not wildly optimistic, that we are witnessing
a historical phase that will soon pass, and that a more responsi-
ble approach to measuring public opinion lies in the not-too-
distant future. Widespread dissatisfaction with polls can only
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increase as their dismal performances continue. Eventually, the
many conflicting and nonsensical results should shame poll-
sters and the news media into reform. Only if that happens will
polls achieve their ideal role in the democratic process—telling
the truth about the public, warts and all.
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